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Przedmowa

W 2010 roku Piotr Didyk, Elmar Eisemann, Tobias Ritschel, Karol Myszkowski i Hans-Peter Seidel,
naukowcy z Max-Planck-Institut fiir Informatik w Saarbriicken (Niemcy), opublikowali prace pod ty-
tutem ,,Apparent Display Resolution Enhancement for Moving Images”. Przedstawiono w niej metode,
ktora wykorzystujac pewne wlasciwosci uktadu wzrokowego czlowieka oraz mozliwoéci nowoczesnych
wyéwietlaczy LCD umozliwia zwiekszenie postrzeganej rozdzielczosci poruszajacych sie obrazéw, co
objawia sie wyrazna poprawa w odwzorowaniu detali. Jak wskazuja autorzy, niska rozdzielczo$¢ wy-
Swietlaczy wciaz pozostaje czynnikiem ograniczajacym w grafice komputerowej czy fotografii cyfrowej.
Przedstawienie we wlasciwej skali szczegdldéw takich jak wlosy czy metaliczna farba, wymaga wigkszych
rozdzielczo$ci niz te, ktére oferuja wspolczesne wydwietlacze. Rowniez postepy miniaturyzacji i wzrost
popularnosci urzadzen przeno$nych zmuszaja do poszukiwan sposobdéw czytelniejszego przedstawiania
detali w warunkach mocno ograniczonej liczby dostepnych pikseli. Publikacja ta zostalta zaprezentowa-
na w Los Angeles na prestizowej konferencji SIGGRAPH.

Od czerwca 2010 do stycznia 2011 mialem przyjemno$é¢ wspoétpracowaé z Karolem Myszkowskim
i Piotrem Didykiem nad rozszerzeniem mozliwosci wspomnianej metody. Niniejsza praca magister-
ska powstata w oparciu o zebrany wéwczas material. Opisuje w niej zarys publikacji Didyka i in.,
a nastepnie przedstawiam propozycje uogoélnienia ich metody na inne typy animacji oraz dokumentuje
przeprowadzone eksperymenty. Uzupelnienie pracy stanowi zalaczona implementacja w jezyku C++.

Chciatbym podzigkowaé¢ Karolowi Myszkowskiemu za umozliwienie mi prowadzenia badan nad tym
zagadnieniem oraz Piotrowi Didykowi za dlugie godziny dyskusji, podczas ktorych dzielil si¢ ze mna
swoja wiedza. Udzielona przez nich pomoc w znacznym stopniu zawazyla na ksztalcie mojej pracy

magisterskiej.



1. Informacje wprowadzajace

Niniejsza praca ma nastepujacy uklad: w tej czesci zaznajamiamy czytelnika z paroma faktami odno-
$nie uktadu wzrokowego czlowieka oraz jego wlasnosciami, ktore lezg u podstaw opisywanej metody.
Wspominamy takze o mechanizmach dzialania wyswietlaczy komputerowych. Cze$¢ 2 to streszcze-
nie publikacji na ktérej bazuje nasza praca [Didyk i in., 2010]. W czesci 3 przedstawiamy propozycje
uogdlnionej metody zwickszania postrzeganej rozdzielczosci obrazu. Ostatecznie, w czesci 4 omawiamy

nasza implementacje, ktéra znalezé mozna na dotaczonej do pracy ptycie kompaktowej.

Grafika a percepcja

W dziedzinie grafiki komputerowej daje sie zaobserwowa¢ w ostatnich latach starania, aby ogranicze-
nia sprzetowe przezwyciezaé¢ przy pomocy technik uwzgledniajacych wtasciwosdci uktadu wzrokowego
czlowieka. Przykladem takiego ograniczenia moze by¢ zakres dynamiczny wspolczesnych wyswietlaczy.
Ich rozpietosé tonalna wciaz pozostaje duzo mniejsza od rozpietosci rzeczywistych scen, co czesto unie-
mozliwia ich realistyczne odwzorowanie. Z problemem tym mozemy sobie czesciowo poradzié stosujac

pewne ,percepcyjne sztuczki”.

Poczo----
N

Rysunek 1: Iluzja Craika-Cornsweeta. Przerywana linia oznaczono jasno$¢ postrzegana, linia ciagta —

jasno$é rzeczywista. Zrédlo: adaptacja ilustracji Krawczyka i in. [2007].

W iluzji Craika-Cornsweeta, przedstawionej na rys. 1, mamy do czynienia z dwoma polami o réz-
nych rozkladach jasnosci. Réznica w luminancji, doé¢ znaczna na granicy miedzy nimi, zmniejsza sie
stopniowo az do zera wraz z odlegloscia od srodka rysunku. Wydaje sie jednak, ze jasno$¢ lewego
pola jest mniejsza, nawet jesli porownamy brzegi rysunku. Dopiero zastoniecie krawedzi ujawnia, ze
mamy do czynienia z iluzja. Zestawiajac odpowiednio kilka profili Craika-Cornsweeta mozemy wywo-
taé¢ wrazenie szeregu obszaréw o coraz wiekszej jasnosci, mimo ze poczatkowa i koncowa jasno$é jest
taka sama. Pomyslowe wykorzystanie tej obserwacji pozwolito Krawczykowi i in. [2007] na zwiekszenie
postrzeganego kontrastu fotografii poddanych kompresji zakresu dynamicznego.

Innym podejsciem moze by¢ modelowanie uktadu optycznego oka i symulacja interakcji promieni
Swietlnych z jego poszczegélnymi elementami. Spogladanie wprost na silne zrédlo swiatla powodu-
je kilka interesujacych efektéow $wietlnych, m. in. efekt glare przedstawiony na rys. 2. Wyswietlacze

komputerowe nie dysponuja tak duza jasnoscia aby je wywolaé, jednak wprowadzenie podobnych wzo-



Rysunek 2: Efekt glare. Zrédto: Ritschel i in. [2009).

réw w odpowiednich miejscach obrazu moze zwiekszy¢ jego postrzegang jasno$é [Yoshida i in., 2008].
Modelowanie moze przebiegaé¢ z réoznym stopniem szczegdlowosci: wiele oséb zwraca uwage na fakt,
ze rzeczywisty efekt glare nie jest statyczny, lecz ulega niewielkim fluktuacjom. Ritschel i in. [2009]
pokazali, ze uwzglednienie tego aspektu pozwala na dodatkowe wzmocnienie iluzji.

Publikacja Didyka i in. wpisuje si¢ w ten trend, proponujac sposéb na zwiekszenie postrzeganej
rozdzielczosci obrazu. Nie jest to pierwsza praca tego typu (por. Damera-Venkata i Chang [2009], Allen i
Ulichney [2005]), jednak wyrdznia ja brak skomplikowanych rozwiazan technicznych oraz wykorzystanie

zdolnosci czlowieka do doktadnego podazania wzrokiem za poruszajacymi sie obiektami.

Budowa oka

Elementem oka o szczegdlnym znaczeniu dla ostrosci widzienia jest region siatkéwki zwany plamka z61ta
(tac. macula lutea). W jej centrum lezy dolek srodkowy (lac. fovea centralis), obszar najostrzejszego
widzenia, pokrywajacy 2° kata wzrokowego [Ayoub, 2008]. To wlasnie na dolek $rodkowy pada obraz
obiektu, na ktérym fiksujemy wzrok. Dolek jest niezbedny przy czytaniu, ogladaniu filméw itp. Jest to
miejsce szczegodlnej koncentracji czopkoéw, komérek odpowiedzialnych za widzenie w dobrych warunkach
o$wietleniowych (widzenie fotopowe), natomiast praktycznie nie wystepuja tam preciki, czyli komérki
umozliwiajace widzenie nocne (skotopowe). Prawie kazda komérka zwojowa przyjmuje sygnal z tylko
jednego czopka [Fiok, 1991], tak wiec ostro$é¢ widzenia w dotku ograniczona jest tylko przez gestosé
fotoreceptorow.

Pomiary Curcio i in. [1990] pokazuja, ze zageszczenie receptoréw w dotku srodkowym dochodzié
moze do 28” (sekund katowych). Piksel wyswietlacza fulllHD o przekatnej 23 cali obserwowanego
z odleglodci 60 cm ma szeroko$é okolo 1.5° (minuty katowej). Oznacza to, ze na jeden piksel moze
przypadaé okolo 9 receptoréow. Sugeruje to, ze czlowiek moze rozr6zni¢ detale o rozmiarach mniejszych

niz te, ktore jest w stanie odwzorowaé wyswietlacz.
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Rysunek 3: Schematyczny przekrdj oka. Zaczerpnieto z: Fiok [1991], zrédlo: Felhorski i Stanioch [1973].

Ruch $§ledzacy oka

Istnieja dwa sposoby wolicjonalnej zmiany miejsca skupienia wzroku: sakady — bardzo szybkie skokowe
ruchy, wystepujace np. podczas czytania oraz ruchy $ledzace (ang. smooth pursuit eye movements,
SPEM). Ruch sledzacy pojawia sig, gdy chcemy skupié¢ wzrok na poruszajacym sie obiekcie. W istocie,
do$¢ trudno wywolac ten ruch przy braku poruszajacego sie bodzca. Celem tego ruchu jest stabilizacja
obrazu na siatkowce, co przeklada sie na ostro$¢ widzenia. Mechanizm ten dziala szczegdlnie dobrze
dla obiektéw poruszajacych si¢ jednostajnym ruchem prostoliniowym: $ledzenie obiektu poruszajacego
sie z predkoscig katowa 0.625—2.5 st/s jest niemal doskonale, a przy predkosciach ponizej 7 st/s
pozostaje wciaz bardzo dobre [Laird i in., 2006]. Samo rozpoczecie ruchu sledzacego jest procesem

bardzo szybkim: przebiega w czasie krotszym niz 100 ms.

Usrednianie sygnalu w czasie

Innag wazna wlasnoscig uktadu wzrokowego jest uérednianie w czasie. Mechanizm ten lezy u podstaw
dziatania wyswietlaczy CRT: kazda plamka ekranu, zaleznie od modelu i ustawien, rozbtyska kilkadzie-
siat do stu kilkudziesieciu razy na sekunde, jednakze obraz wydaje si¢ nie zmieniaé. Jesli rozbtyski sa
zbyt wolne, pojawia sie charakterystyczne ,plywanie” badZ migotanie obrazu (ang. flickering). Cze-
stotliwo$é przy ktdrej sie to dzieje nazywana jest czestotliwoscia zanikowa migotania (critical flickering
frequency, CFF).

Wartosé CFF zalezna jest od wielu czynnikéw, takich jak $rednia jasno$é pola obserwacji (ang. ad-
aptation luminance), rozmiar obserwowanego obiektu czy region siatkéwki, na ktéry pada badany
obraz. Prawo Ferry’ego-Portera mowi, ze CFF wzrasta liniowo wraz z logarytmem jasnosci bodzca.
Oznacza to, ze im jasniejszy bodziec, tym latwiej zaobserwowaé migotanie. Czopki sa bardziej czule

na migotanie niz preciki, tak wiec w warunkach widzenia fotopowego CFF bedzie wyzsza niz podczas



widzenia skotopowego. Zmiana regionu siatkéwki pocigga za soba zmiang proporcji czopkéw do pre-
cikéw, a zatem widzenie centralne wiaze si¢ na ogoél z wyzsza wartosciag CFF. Badania wykazaly, ze
dla centralnie obserwowanego bodzca o rozmiarach 0.3°, CFF moze nieznacznie przekroczyc 40 Hz.
Zwigkszanie rozmiaru bodzca powoduje wzrost CFF, jednak do 19° pozostaje ona ponizej 60 Hz. Na-
lezy przy tym odnotowaé, ze powyzej CFF efektywna jasno$¢ bodzca rowna jest jego sredniej jasnosSci.
Innymi stowy, przy odpowiednio krétkim okresie sygnalu nie ma znaczenia dla postrzeganej jasno-
Sci czy Swiatlo jest réwnomiernie roztozone w czasie czy tez nie. Wlasno$é ta znana jest jako prawo
Talbota-Plateau [Kalloniatis i Luu, 2009].

Wyswietlacze

Obecnie wérdéd wyswietlaczy komputerowych wyrézni¢é mozna dwa najpopularniejsze typy: wyswie-
tlacz kineskopowy (CRT) oraz wypierajacy go wyswietlacz cieklokrystaliczny (LCD). Pomimo wielu
niewatpliwych zalet wyswietlacze LCD maja tendencje do rozmywania poruszajacych sie obiektow
(ang. motion blur). Przyczyna tego zjawiska jest odmienny sposob prezentacji sygnatu przez wyswie-
tlacz: podczas cyklu odéwiezania pojedynczy piksel monitora CRT rozblyska przez krotka chwile,
podczas gdy w monitorze LCD $wieci $wiattem ciaglym. Gdy obserwator zaczyna $ledzi¢ poruszajacy
sie na monitorze obiekt, fotoreceptory mieszaja sygnal sasiadujacych pikseli. Ponadto, piksele wyswie-
tlacza LCD nie zmieniaja swojej jasnosci natychmiastowo, co réwniez przyczynia sie (aczkolwiek w
mniejszym stopniu) do rozmycia obrazu [Pan i in., 2005].

Podczas swoich badan Didyk i in. uzywali 22-calowego wyswietlacza LCD firmy Samsung, model
SyncMaster 2233 RZ, o czestotliwodci odéwiezania 120 Hz i rozdzielczosci 1680 x 1050. W przyjetym

modelu pomineli oni op6znienia ekranu i przyjeli, ze zmiana jasnosci pikseli jest natychmiastowa.



2. Zwiekszanie postrzeganej rozdzielczosci obrazu

Celem, do ktérego daza Didyk i in. [2010] jest wySwietlenie statycznego obrazu Iy na wyswietlaczu o
rozdzielczosci mniejszej niz res(Ir). Osiagaja to poprzez wy$wietlenie serii obrazéw mniejszej rozdziel-
czo$éi It ,t =0,1,2,... z predkoscia 120 klatek na sekunde. Tak duza predko$é powoduje oczywiscie
ich uérednienie, jednak ze wzgledu na odpowiedni dobor klatek postrzegany obraz nie zawiera artefak-
téw i zdaje sie mieé rozdzielczodé wyzsza niz rozdzielczosé ekranu. Przypadkiem, ktéremu poswiecono
szczegdlna uwage byla sytuacja, w ktorej res(Iy) = 3 - res(I%). Proporcja ta koresponduje z pomia-
rem gestosci receptorow w siatkéwee oraz — jak przekonamy sie pdzniej — z czestotliwoscig zanikows

migotania.

Model

Didyk i in. zakladaja nastepujacy model: z pojedynczym fotoreceptorem przy danych warunkach obser-
wacji zwigzany jest pewien okres calkowania T'. Reakcja receptora r obserwujacego pozycje p zmienia-
jacego sie w czasie obrazu I okreslona jest wzorem r = fOTI(p, t) dt. Zauwazmy, ze jezeli oko pozostaje
nieruchome wzgledem wyswietlacza, wszystkie receptory obserwujace pojedynczy piksel, zareaguja tak
samo i nie bedziemy w stanie zwiekszy¢ postrzeganej rozdzielczo$éi obrazu. Jesli pozwolimy, aby re-

ceptory zmienialy swoja pozycje, wzor ten uogélni sie do postaci

T
r— / 1(p(t), 1) dt. (1)

0
Dla réznych $ciezek p(t) otrzymamy w ogdlnosci rézne wartosci powyzszej calki, co daje mozliwosé
zroznicowania reakcji pojedynczych receptoréow.

Kolejnym zalozeniem modelu jest rozktad receptorow w siatkdéwce. Autorzy przyjeli, ze obserwuja
one rozmieszczone kratowo pozycje, odpowiadajace pikselom wyswietlanego obrazu o duzej rozdzielczo-
Sci. Sytuacja nie zmienia sie, gdy obraz zaczyna sie przemieszczaé: uznajemy, ze doktadnosé SPEM jest
na tyle wysoka, aby zalozy¢ doskonale przypisanie pojedynczych receptoréw do pikseli poruszajacego

sie obrazu.

Metoda

Przedstawimy teraz metode, za pomoca ktorej Didyk i in. wy$wietlaja obraz I. Po pierwsze, nalezy
wymusi¢ ruch oka wzgledem wys$wietlacza. W tym celu obraz Iy jest z klatki na klatke przemieszczany o
pewien wektor. Gdy obserwator skupi sie na jakim$ detalu obrazu, pojawia sie ruch $ledzacy oka, ktory
stabilizuje obraz na siatkéwce. Zgodnie z zatozeniami modelu jesteSmy w stanie doktadnie wyznaczy¢
Sciezki p(t) zwiazane z receptorami.

Zauwazmy, ze funkcja I(p(t),t) jest schodkowa: zmiana wartosci nastepuje po wyswietleniu na-
stepnej klatki lub po przejéciu do innego piksela na Sciezce. Stad catke w rownaniu 1 mozna zastapi¢

wazong suma wartosci pikseli w kolejnych klatkach:

r="Y wi - I(p(t), te). (2)
k



Dla zilustrowania metody, rozwazymy teraz prosty przykilad, w ktérym obraz Iy jest jednowymia-
rowy, a jego rozdzielczosé jest dwukrotnie wigksza od rozdzielczosSci wyswietlacza. W kazdej klatce
obraz przesuwa sie o pét piksela wyswietlacza. Kazdemu pikselowi Iz (7) odpowiada $ledzacy go recep-
tor r;. Przyjmujemy okres integracji 7" rowny czasowi wyswietlenia dwéch kolejnych klatek. Zauwazmy,
ze po dwoéch klatkach obraz Iy przesunie sie dokladnie o jeden piksel wyswietlacza. Znajdziemy sie
zatem w sytuacji wyjsciowej, wiec bedziemy mogli wyéwietli¢ ponownie te same klatki, przesuniete o
jeden piksel.

Receptor r; zaleznie od parzystoéci ¢ przez dwie klatki obserwuje jeden badz dwa sasiadujace piksele.
Jego reakcja wyraza si¢ wzorem:

1 | 19(i/2) + 11 (i/2) imod 2 =0, 3)
T = < -
2\ 193i/2) + 1L (i/2+1) imod2=1.
Aby postrzegany obraz odwzorowywal Iy, wartosci r; powinny by¢ réwne wartosciom Iy (7). Od-

powiada to uktadowi réwnan liniowych:
Wx = IH, (4)

gdzie z = (I21})T, a macierz W koduje wagi zawarte w sumowaniu 2; w tym przypadku kazdy wiersz
zawiera dokltadnie dwie niezerowe wartosci, rowne %

Poza szczegblnymi przypadkami, rzad macierzy W jest wigkszy od liczby niewiadomych (jasnosci
wys$wietlanych pikseli), stad dokladne rozwiazanie ukladu jest niemozliwe. Do wyznaczenia niewiado-

mych autorzy zastosowali metode najmniejszych kwadratéw, tj. minimalizacje wyrazenia
2
Wz — Iull, (5)

przy zalozeniu, ze elementy x naleza do zakresu [0, 1]. Ograniczenie to uzasadnione jest tym, ze jasnosé

piksela nie moze by¢ ujemna, ani przekracza¢ maksymalnej jasnodci wyéwietlacza.

Aliasing i migotanie

Istotnym zagadnieniem jest wystepowanie aliasingu w postrzeganym obrazie. W poszczegdlnych klat-
kach otrzymanych w wyniku optymalizacji pojawia sie aliasing, jednak ze wzgledu na czestotliwo$é
odswiezania ekranu kolejne klatki zlewaja sie ze soba. Klatki sa tak dobierane, aby po usrednieniu
przez uktad wzrokowy jak najbardziej przypominaly oryginalny obraz. Zatem o ile obraz o wysokiej
rozdzielczosci nie zawierat aliasingu, nie powinien go zawiera¢ réwniez obraz postrzegany. Wtasnosé te
co prawda trudno udowodnié¢ formalnie, jednak zostala ona potwierdzona eksperymentalnie — zadna z
badanych osob nie zaobserwowala wystepowania aliasingu.

Przedstawiony model fotoreceptora jest znacznym uproszczeniem. Prawdsa jest, ze reakcja recep-
tora jest wypadkowa zmian sygnalu w czasie, jednak nie wyraza sie ona jako prosty filtr prostokatny
(por. Van Hateren [2005]). Dodatkowo nalezy pamietaé, ze oprécz reakeji na poziomie neurofizycznym
znaczenie maja tez czynniki psychofizyczne. Jesli jednak wyswietla¢ bedziemy okresowy sygnal o duzej
czestotliwosci (powyzej CFF), obowiazywaé zacznie prawo Talbota-Plateau i rozbiezno$é miedzy éred-

nim sygnatem na przestrzeni jednego okresu, a sygnalem postrzeganym stanie sie niezauwazalna: obraz



bedzie mial stala jasnosé. Jak wspomnieliSmy, CFF dla malych, obserwowanych centralnie bodzcow
tylko nieznacznie przekracza 40 Hz. Taka sama czestotliwosé ma sygnat powstaly w wyniku zapetlenia
trzech klatek na wyswietlaczu o od$wiezaniu 120 Hz. Didyk i in. co prawda staraja sie poprawic jedynie
widocznosé detali, ale na powierzchni calego obrazu, co moze prowadzi¢ do migoczacych powierzchni o
rozmiarach kilkunastu stopni: obraz o szerokosci 600 pikseli daje okoto 15°. Stad ich metoda w pew-
nym sensie balansuje na granicy, jednakze w toku eksperymentéw migotanie nie byto obserwowane.
Zwiekszenie liczby klatek cyklu do czterech wymagatoby juz zastosowania oméwionego dalej mechani-
zmu redukcji migotania. OczywiScie sytuacja zmienitaby sie, gdyby zastosowaé wyswietlacz o wyzszej

czestotliwodci.

Eksperymenty

W celu zbadania skutecznosci swojej metody Didyk i in. przeprowadzili dwie serie eksperymentéw,
do ktorych zaprosili odpowiednio 14 i 5 oséb. Pierwsza seria badala skuteczno$¢ metody w przypad-
ku statycznych dwuwymiarowych obrazéw i stanowila trzon czesci eksperymentalnej. Druga natomiast
zajmowala sie przypadkiem animacji trojwymiarowych, jednakze w do$¢ ograniczonym zakresie: zbada-
no jedynie animacje, w ktorych pewne regiony mialy odpowiednie predkosci i klatki animacji dobierano
pod katem tychze regionéw, nie dbajac o jako$¢ pozostatych.

W pierwszej serii sprawdzono pieé¢ roznych obrazéw (fotografie, tekst oraz obrazy syntetyczne o wy-
sokim stopniu szczegblowosci), ktore przesuwano o catkowite wielokrotnoscei piksela (predkosci sktadowe
w zakresie 0-3) i zmniejszano trzykrotnie. Animacje wygenerowane metoda Didyka i in. por6wnywane
byly do obrazéw powstalych na drodze standardowej procedury decymacji z zastosowaniem uprzed-
niego filtrowania antyaliasowego (okienko Lanczosa lub jeden z rodziny filtréw Mitchella-Netravali,
dopasowany do preferencji badanej osoby). Badanym osobom przedstawiano do poréwnania nieozna-
czone animacje w losowej kolejnoéci i proszono o wskazanie tej, ktéra lepiej odwzorowuje detale. Bada-
nie wykazalo przewage metody Didyka i in. W badaniu sprawdzono réwniez czytelno$é generowanych
obrazéow. W tym celu recznie zaprojektowano czcionke rastrowa o wymiarach 6 x 9 pikseli, ktéra na-
stepnie zmniejszano trzykrotnie (rozmiar pojedynczego znaku to jedynie 2 x 3 piksele!) i przesuwano w
poziomie. Eksperyment wykazal lepsza czytelno$é 13 z 26 badanych znakdéw przy zastosowaniu metody
Didyka i in. Po szczegotowe wyniki eksperymentéow wraz z dokltadnym opisem zastosowanych procedur

zainteresowanego czytelnika odystamy do oryginalnej pracy.

Szczegobly implementacyjne

Algorytm wyznaczajacy optymalne podklatki zaimplementowano jako kod programu Matlab. Opty-
malizacja przebiegala w oparciu o funkcje Isqlin. Podejécie to sprawdzilo sie, jedli chodzi o jakosc¢
wynikow, jednak jego efektywnosé nie byta najlepsza. Przykladowo, wyznaczenie 3 klatek dla obrazu o
rozdzielczo$ci full-HD zajmowalto ok. 5 minut. Sktonilo to autoréw do poszukiwania szybszych metod
optymalizacji. Metoda gradientu prostego zaimplementowana jako zestaw fragment shaderéw GLSL
pozwolila uzyskaé czasy ponizej 1 sekundy. Ograniczenie przestrzeni poszukiwan do przedziatu [0, 1]

bylo wymuszane poprzez obcigcie po kazdej iteracji.
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Redukcja migotania

Wprowadzenie dtuzszych okreséw integracji, czy to ze wzgledu na mniejsza czestotliwo$é odswiezania
wyswietlacza czy tez wieksza liczbe podklatek w okresie powoduje pojawienie sie migotania obrazu.
Bazujac na dostepnych pomiarach czulosci ukladu wzrokowego na migotanie [Mékeld i in., 1994], au-
torzy wprowadzaja dodatkowsa metode pozwalajaca na jego redukcje. Istota tej metody polega na
mieszaniu (ang. alpha blending) wyznaczonych podklatek z niemigoczacym obrazem wyznaczonym w
drodze standardowej decymacji. Proporcja w jakiej mieszane sa obrazy jest indywidualnie wyznaczana
dla kazdego piksela i dobierana tak, aby fluktuacje w jasnosci pikseli utrzymywaly sie ponizej progu
dostrzegalnosci. Oczywiscie taki sposéb redukcji migotania odbywa sie kosztem zmniejszenia szczego-
lowoéci obrazu, jednak jak podaja autorzy, dla 4-klatkowego okresu na 120-hercowym wyswietlaczu,
poprawa postrzeganej rozdzielczoéci jest wcigz widoczna. Poniewaz widoczno$é migotania jest zalezna
od rozmiaru obserwowanego obszaru, metoda wykrywajaca nadmierne fluktuacje nie moze polegaé tyl-
ko na wartosciach pojedynczych pikseli, ale musi tez bra¢ pod uwage ich sasiedztwo. Dlatego budowana
jest piramida gaussiandw — ciag obrazéw Iy, I, I, ... o coraz mniejszych rozmiarach, z ktérych kazdy
powstaje z poprzedniego w drodze downsamplingu. Przez Iy rozumiemy oryginalny obraz, natomiast
zeby wyznaczy¢ Ii41 do obrazu I stosowany jest odpowiedni filtr gaussowski, po czym liczba pré-
bek zmniejszana jest dwukrotnie. Na kazdym poziomie piramidy obliczane sa wspélczynniki redukcji
migotania, ktére nastepnie sa propagowane w dot piramidy, tak ze pojedynczy piksel obrazu Iy jest

redukowany z maksymalnym wspotczynnikiem sposrod przypisanych mu na wszystkich poziomach.
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3. Uogodlniona metoda zwiekszania postrzeganej rozdzielczosSci

W tej czedci postaramy sie uogdlnié przedstawiona metode na inne typy animacji. Zajmiemy sie ko-
lejno trzema przypadkami o wzrastajacym stopniu ogélnosci. Najpierw przyjrzymy sie sytuacji, gdy
statyczny obraz porusza si¢ z dowolna prostoliniowa predkoscig (3.1). Nastepnie zaproponujemy meto-
de zwigkszenia rozdzielczosci wyrenderowanych animacji tréjwymiarowych, dla ktérych dysponujemy
funkcja przeplywu optycznego (3.2), po czym przejdziemy do najogdlniejszego przypadku animacji,

ktérych przeplyw optyczny jest nieznany (3.3).

3.1. Ruch statycznego obrazu

W przypadku ruchu statycznego obrazu Didyk i in. [2010] skupili sie w swoich eksperymentach gléwnie
na wyswietlaniu obrazu o 3-krotnie wiekszej rozdzielczosci przesuwajacego sie z calkowitoliczbowa
predkoécia z zakresu [0, 3]2. Wymusilo to pewna szczegblna postaé problemu optymalizacji klatek,
gdyz animacja byla zapetlona: wystarczylo wyznaczyé¢ postaé trzech klatek. Dodatkowo zalozyli oni
uproszczona postaé ukladu réwnan: doktadne Sciezki receptoréw nie byly wyznaczane, lecz kazdy
receptor zalezal w rownym stopniu od wartosci doktadnie 3 pikseli, a kazdy piksel mial wplyw na
dokltadnie 9 receptorow.

W tej sytuacji, pierwszym narzucajacym sie uogélnieniem jest zbadanie ruchu prostoliniowego
o dowolnym przesunieciu w obu osiach, niekoniecznie powodujacego zapetlenie animacji. Zgodnie z
zaproponowanym modelem, reakcja fotoreceptora w ustalonym przedziale calkowania T jest $rednia
wazong koloréw zaobserwowanych pikseli, gdzie wagi sa wprost proporcjonalne do czasu obserwacji
danego piksela. Formalnie reakcje mozemy wyrazi¢ jako sume Zi, ik wf jlf’j, gdzie wagi obliczane sg

wedlug wzoru:

Wk, = ﬁ / i () xk (1) . (6)

Przez x; ; rozumiemy funkcje charakterystyczna, réwna 1 gdy argument lezy wewnatrz piksela o wspoél-
rzednych (4, 7). Analogicznie, xj jest réwna 1 gdy argument, bedacy punktem w czasie, przynalezy do
k-tej klatki animacji.

Niestety nie mozemy juz polegac¢ na zapetleniu animacji. Czas potrzebny na powrét obrazu wysokiej
rozdzielczosci do wyjsciowego polozenia (lub zblizonego) wzgledem siatki pikseli ekranu moze byé¢ duzo
dtuzszy niz 3 klatki. W wyswietlanej animacji pojawia sie zatem czestotliwos$ci mniejsze niz 40 Hz, ktore
beda sie przyczynia¢ do niepozadanego zjawiska flickeringu. Efekt ten postaramy sie zneutralizowaé
poprzez wymuszanie wlaéciwej reakcji receptoréw w kazdym podciagu trzech klatek animacji. Niestety

powoduje to wzrost liczby niezerowych elementéw macierzy W proporcjonalny do dlugosci animacji.

Implementacja

Podczas swoich badan korzystaliémy z Plexusa — wciaz rozwijanego frameworku i srodowiska do badan

nad grafikag komputerowa autorstwa Tobiasa Ritschela. W systemie tym, inspirowanym przez programy
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do compositingu, uzytkownik-programista implementuje w postaci pojedynczych klas C++ tzw. urza-
dzenia. Sa to obiekty ze Scisle zdefiniowanym interfejsem wejscia-wyjscia, odpowiedzialne za wykonywa-
nie pojedynczych operacji graficznych, ktore nastepnie wraz z innymi urzadzeniami stanowia jednostki
sktadowe acyklicznego grafu, reprezentujacego catos¢ badanego algorytmu. Graf budowany jest w wi-
zualnym edytorze, a do swojej dyspozycji uzytkownik ma bogata biblioteke urzadzen wykonujacych
podstawowe zadania. Na przeplyw danych w grafie, ktérym zajmuje sie sam system, uzytkownik ma
wplyw poprzez specjalne urzadzenia logiczne, ktore modyfikuja domyslny sposéb propagacji danych.
Podczas implementowania urzadzen programista dysponuje szeregiem wrapperdw, reprezentujacych
obiekty takie jak obraz, tekstura OpenGL, shader GLSL itp.

Plexus postuzyl nam do poczatkowych badan nad algorytmem optymalizacji (ostatecznie ekspe-
rymenty przeprowadziliSmy na niezaleznej implementacji w C++4, ktéra znalezé mozna na dotaczonej
plycie) oraz do wyznaczenia przeplywu optycznego dla animacji (por. 3.3).

W naszej implementacji uzyliSmy do optymalizacji wariantu metody gradientu prostego, wzorowa-
nej na metodzie uzytej przez Damere-Venkate i Changa [2009]. Ogdlny zarys algorytmu przedstawial
sie nastepujaco:

1. Weczytaj obraz.
2. Przejdz do przestrzeni liniowej odwracajac gamma-korekcje.
3. Zainicjalizuj klatki wyjsciowe jednolitym kolorem.
4. Wykonaj kilka iteracji:
(a) Dla kazdego podciagu trzech klatek zasymuluj reakcje receptoréw.
(b) Oblicz réznice miedzy oryginalnym obrazem a reakcja receptoréw w kazdym podciagu.
(¢) Dystrybuuj réznice w podciagach na cala sekwencje.
5. Zastosuj gamma-korekcje i zwr6oé podklatki.
W sercu tych procedur lezy funkcja do wyznaczania wag pikseli zgodnie z rownaniem 6:
input
off > wektor oznaczajgcy poczgtek odcinka
vel > wektor oznaczajgcy dlugosé odcinka
output
result > lista trajek zawierajgca wspdlrzedne pikseli wraz z wagami

fun result = generate_mask(off, vel)

result = [ ]

> factor to wspolczynnik, o jaki zmniejszamy rozmiar obrazka; na ogot 3
off = off / factor

vel = vel / factor

> calkowite wspolrzedne prostokgta ograniczajgcego odcinek

sleft = | min(off.x, off.x 4+ vel.x)|
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sright = [max(off.x, off.x + vel.x)] + 1
sbot = | min(off.y, off.y + vel.y)]
stop = [max(off.y, off.y + vel.y)] + 1

> jesli odcinek jest bardzo krotki
if |vel| <e
result = [(sleft, sbot, 1)]
return
endif

> iteracja po wszystkich pikselach prostokqgta ograniczajgcego
for r = sbot to stop — 1
for c = sleft to sright — 1
> wspotrzedne koncow odcinka
(x1, y1) = off
(x2, y2) = off + vel
> wspolrzedne rozwazanego piksela

left =c, right=c+ 1, bot=r,top=r+1

> te same operacje wzgledem obu osi
for axis = 1 to 2
> zamier miejscami korice odcinka jesli pierwszy jest leksykograficznie wiekszy
if x1 > x2
swap(x1, x2)
swap(yl, y2)
endif
> sprawdz czy rzuty na os odcinka i piksela nie sq rozlgczne
if x1 > right or x2 < left
x1=x2=yl=y2=0

break
endif
> odrzué czesci odcinka, ktorych rzut lezy poza rzutem piksela
if x1 < left
yl =yl + (y2 — y1) - (left — x1) / (x2 — x1)
x1 = left
endif
if x2 > right
y2 =y2 — (y2 — yl) - (x2 — right) / (x2 — x1)
x2 = right
endif

swap(x1, y1)
swap(x2, y2)
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swap(left, bot)

swap(right, top)
endfor
> znormalizowana waga proporcjonalna do diugosci pozostalej czesci odcinka
weight = [(x2 — x1, y2 — y1)| / |vel]

> odrzué piksele o bardzo malych wagach (w szczegdlnosci o wadze zero)

if weight > €
result = [result, (c, r, weight)]
endif
endfor
endfor

endfun

W oparciu o powyzszg funkcje mozemy zdefiniowaé¢ dwie dualne procedury zalezne od numeru
klatki. Pierwsza z nich dla zadanego piksela obrazu wysokiej rozdzielczosci (receptora) zwraca liste
wspdélrzednych wraz z wagami, odpowiadajaca pikselom niskiej rozdzielczosci, przez ktére ,przejdzie”

receptor:

input

off > wspdlrzedne receptora

num > numer klatki
output

pixels > lista trojek zawierajgca wspotrzedne pikseli wraz z wagami
fun pixels = receptor_to_pixels(off, num)

pixels = generate_mask(off + num - vel, vel)

endfun

Druga procedura dla danych wspélrzednych piksela i numeru klatki wyznacza liste receptoréw na

ktére piksel ma wplyw, wraz z wagami:

input

off > wspdirzedne piksela

num > numer klatk:
output

receptors > lista trojek zawierajgca wspélrzedne receptoréow wraz z wagams
fun receptors = pixel_to_receptors(off, num)

receptors = {(x, y, w) | (off.x, off.y, w) € receptor_to_pixels((x, y), num)}

endfun

Te dwie procedury postuza odpowiednio do wyznaczenia btedu (punkt 4b) oraz jego dystrybucji
(punkt 4c). Calosé optymalizacji ilustruje nastepujacy pseudokod:
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input
image > obraz wysokiej rozdzielczos$ci
factor > wspdlczynnik o jaki zmniejszamy rozmiar obrazu
vel > predkosc z jakg poruszaé sie ma obraz
len > diugo$é sekwencji do wygenerowania
iterations > liczba iteracji optymalizacyi
output
subframes > optymalna lista klatek niskiej rozdzielczosci
fun subframes = optimize(image, factor, vel, len, iterations)
(width, height) = size(image)
(swidth, sheight) = size(image) / factor
> odwroé gamma-korekcje
image = gamma~!(image)
> inicjalizuj klatki; new_image() zwraca czarny obraz
fori=0tolen — 1
subframes[i] = new_image(swidth, sheight)
corrections[i] = new_image(swidth, sheight)
weightsums[i] = new_image(swidth, sheight)
endfor
for iter = 1 to iterations
fori=0tolen — 3
response = new_image(width, height)
> symuluj reakcje receptorow
for x, y, sin {0, ..., width — 1} x {0, ..., height — 1} x {0, 1, 2}
L = receptor_to_pixels((x, y), i + s)
for sx, sy, win L
response[x, y] = response[x, y] + w -+ subframes[i + s][sx, sy]
endfor
endfor
> blad reakcji receptorow
error = image — response
> dystrybuuj blgd reakcyi na piksele klatek
for sx, sy, sin {0, ..., swidth — 1} x {0, ..., sheight — 1} x {0, 1, 2}
L = pixel_to_receptors((sx, sy), i + s)
> poprawka piksela to srednia wazona bledow odpowiednich receptorow
for x, y, win L
corrections[i + s][sx, sy] = corrections[i + s][sx, sy] + w - error[x, V]
weightsums][i + s][sx, sy] = weightsums[i + s|[sx, sy] + w
endfor

endfor
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endfor
> uaktualnij podklatki, zeruj poprawki i wspotczynniki normalizacyi
fori=0tolen — 1
subframes]i] = subframes]i] + corrections][i] / weightsums]i]
> obetnij wartosci pikseli do zakresu [0, 1]
subframes[i] = clamp(subframes]i], 0, 1)
corrections[i] = new_image(swidth, sheight)
weightsums[i] = new_image(swidth, sheight)
endfor
endfor
fori=0tolen — 1
subframes[i] = gamma(subframes]i])
endfor

endfun

Klasyczny resampling

W ocenie skutecznosci metody wazne jest wybranie wlasciwego punktu odniesienia do poréwnan. Didyk
iin. swoje wyniki poréwnywali z animacja, w ktorej kazda klatka byla wynikiem downsamplingu ory-
ginalnego obrazu. W procesie tym uzywamy prébek bitmapy o wysokiej rozdzielczosci do rekonstrukceji
oryginalnej sceny przedstawionej na obrazie. Nastepnie, z obrazu usuwamy czestotliwo$ci powyzej
granicy Nyquista aby uniknaé¢ aliasingu, po czym sygnal ponownie prébkujemy. W wyidealizowanym
przypadku oba te kroki mozemy przeprowadzi¢ przy uzyciu splotu z przeskalowana funkcja sinc. W
dziedzinie fourierowskiej odpowiada to dokladnej selekcji czestotliwosci ponizej pewnej czestotliwosci
granicznej zaleznej od wspo6lezynnika skalowania (im ,szersze” jadro splotu, tym wiecej czestotliwosci
odetniemy). Niestety jest to proces stratny, a dodatkowo w praktyce zmuszeni jesteSmy stosowaé jego
aproksymacje, stad ocena jako$ci wyniku jest w znacznej mierze subiektywna. Didyk i in. uzywali

okienka Lanczosa:
sinc(z) sinc(z/2) |z < 2,z # 0,
0 2 < |z

lub jednego z filtréw Mitchella-Netravali:

(12 — 9b — 6¢)|z|> + (=18 + 12b + 6¢)|z|* + (6 — 2b) lz| <1,
1
My () = i L 6¢)|z|® 4 (6b + 30¢)|z|? 4+ (—12b — 48¢)|z| + (8b+24c) 1< |z| < 2,

0 2 < |zl

Oba filtry przeskalowano tak, aby ich promien mial dtugo$¢ 6. Promien ten byl dobrany tak, aby

pojedyncze klatki animacji nie zawieraly aliasingu. Podczas naszych badan zaobserwowalidémy jednak
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4.1 4.2 4.3

Rysunek 4: Wycinek z klatki uzyskanej za pomoca optymalizacji (4.1) oraz filtrowania Lanczosa w

przestrzeni liniowej z promieniem 3 (4.2) i 4 (4.3).

nastepujaca wlasnosé: jesli zmniejszymy promien do 3-4 jednostek, tym samym pozwalajac na pojawie-
nie sie aliasingu w pojedynczych klatkach, otrzymamy rezultaty bardzo podobne do tych powstatych w
wyniku optymalizacji. Dodatkowo, odwrécenie gamma-korekcji przed filtrowaniem moze spowodowaé
dalsze zmniejszenie tej réznicy'. Poréwnanie przedstawiono na rys. 4. Powstaje zatem pytanie, czy
optymalizacji nie mozna by catkowicie wyeliminowa¢, podobnie jak w pracy Damery-Venkaty i Chan-
ga [2009] zastepujac ja odpowiednio dobranymi filtrami. Pierwsze préby Didyka i in. w tym kierunku

zakonczyly sie jednak niepowodzeniem i problem ten pozostaje otwarty.

Eksperyment

Eksperyment polegal na wygenerowaniu animacji odpowiadajacych ruchom prostoliniowym o predko-
Sciach z zakresu [0, 3]%. Przestrzen te pokryliémy réwnomiernie stosujac krok 0.1 piksela. Ograniczy-
liSmy sie do predkosci o sktadowej x niewigkszej niz sktadowa y, ze wzgledu na symetrie pozostatych

przypadkéw. W wyniku otrzymalismy 495 animacji.

Rysunek 5: Obraz testowy dla ruchu o dowolnej predkosci. Zrédlo: Didyk i in. [2010].

Jako obrazu testowego uzyliSmy zdesaturowanego wycinka z oryginalnego obrazu stosowanego w

LObserwacja ta przyczynita sie do decyzji, aby we wszystkich eksperymentach omawianych w tej pracy, przed zasto-

sowaniem filtrowania Lanczosa przechodzié¢ do przestrzeni liniowej odwracajac gamma-korekcje.
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6.1 6.2

Rysunek 6: Por6wnanie dzialania optymalizacji dla predkosci (1, 1) i predkosci (6, 6).

eksperymentach przez Didyka i in. (rys. 5). Wycinek mial wymiary 600 x 600 pikseli, dlugos$é sekwencji
120 klatek.

Dla zadnego ruchu o predkosci niecatkowitej nie otrzymaliSmy w pelni zadowalajacych rezulatatow,
aczkolwiek dla kilkunastu z nich efekty byly bardzo dobre, np. ruch (1.2,1.2) lub (1.8,1.8). Wlasciwie
dla kazdego przypadku predkosci niecatkowitej dalo sie zaobserwowaé artefakty, ktore podzieli¢ mozna

na trzy grupy:

1. Flickering o niskiej czestotliwosci. Jak wspomnieliémy wczeéniej, klatki dla predkosci catkowito-
liczbowych zawieraty aliasing przestrzenny niwelowany przez usrednianie w czasie. Dla innych
predkosci bardzo czesto pojawial sie jednak efekt ,ptywajacych schodkéw”, t.j. widocznego alia-
singu przestrzennego przemieszczajacego sie wzdiuz krawedzi. Ruch ten wynika z fluktuacji o

niskiej czestotliwodci.

2. Flickering wysokiej czestotliwosci. Gdy fluktuacje zwiekszaly czestotliwosé, aliasing przestrzenny
w tym miejscu przestawal byé¢ widoczny, jesli jednak czestotliwosé nie byta dostatecznie wysoka

(powyzej CFF), powstawal efekt migotania.

3. Statyczny aliasing przestrzenny. Nawet gdy nie wystepowal zaden z dwéch poprzednich arte-
faktéw, widoczny byl aliasing przestrzenny (,schodki” na krawedziach). Prawdopodobnie tego

artefaktu mozna by uniknaé stosujac wstepne filtrowanie obrazu.

Nalezy jednak odnotowaé, ze testowane predkosci sa problematyczne rowniez dla tradycyjnego re-
samplingu. Migotanie wystepowalo (aczkolwiek w troche mniejszym stopniu) nawet gdy stosowali$my
okienko Lanczosa o promieniu 6. Zeby pozby¢ sie flickeringu trzeba by zwigkszy¢ promien filtru, co w
jeszcze wiekszym stopniu zredukowaloby ostro$é obrazu.

Zbadali$my réwniez 30 predkosci postaci (z, z) dla z € (3, 6]. Duza cze$é tych animacji nie zawierala
flickeringu, jednak efekt wyostrzenia, zwlaszcza dla wiekszych predkosci, byl dyskusyjny. Przy takich
predkosciach wcigz mozna zaobserwowaé¢ pewng réznice, jednak wedlug naszej oceny nie jest ona juz

tak oczywista. Przede wszystkim proces optymalizacji rozmywat pojedyncze klatki, co ilustruje rys. 6.
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Ponadto, wsréd potencjalnych przyczyn wskazaé¢ mozna fakt, ze wraz ze wzrostem predkoéci nasila
sie efekt rozmycia (motion blur, patrz czes¢ 1), dodatkowo wyniki eksperymentalne [Laird i in., 2006)

sugeruja spadek mozliwosci uktadu wzrokowego w zakresie precyzyjnego ruchu sledzacego.

3.2. Animacje ze znang funkcja przeplywu optycznego

Uogblnienie metody Didyka i in. na animacje wymaga wprowadzenia pojecia przeplywu optycznego
(ang. optical flow). Przez obraz rozumiemy dwuwymiarowy uklad wzoréw $wietlnych bedacy odwzo-
rowaniem réznic jasnoéci obserwowanej sceny. Jak podaja Horn i Schunck [1981], przeplyw optyczny
jest to rozklad postrzeganych predkosci wzoréw w obrazie i moze by¢ wynikiem ruchu obiektéw w
scenie wzgledem obserwatora. Jednakze zwiazek miedzy ruchem obiektéw a przeplywem optycznym
niekoniecznie jest oczywisty. Przykladowo, kula o jednorodnej barwie obracajaca sie wokol wlasnej
osi nie tworzy poruszajacych sie wzoréw. Z drugiej strony zmiany o$wietlenia statycznej sceny moga
powodowaé ruch refleksow §wietlnych na powierzchni obiektow. Niemniej dla wygody ograniczymy sie
do przypadkéw, w ktérych przeptyw optyczny moze byé wprost utozsamiony z ruchem powierzchni
obiektow.

Animacje tréjwymiarowe sa cyfrowymi obrazami wirtualnej, zmiennej w czasie tréjwymiarowej sce-
ny. W pewnym uproszczeniu, kazdy piksel ustalonej klatki jest obrazem punktu przestrzeni wirtualnej,
znajdujacego sie na powierzchni jakiego$ obiektu, podlegajacemu przeksztalceniom, takim jak ruch
czy deformacja. Polozenie tego punktu mozemy sledzi¢ w przestrzeni wirtualnej, a zatem réwniez jego
rzut na powierzchnie ekranu w kolejnych klatkach. Mozliwe jest wiec zdefiniowanie funkcji przeptywu
optycznego f: N3 — R2, ktérej argumentami sa wspotrzedne (z,y) piksela ekranu oraz numer klatki i,
a wartoscia wektor przesuniecia (Ax, Ay) na powierzchni ekranu. Funkcje f otrzymaé mozna w latwy
spos6b podczas generowania animacji, gdyz jest ona elementem opisu sceny lub daje si¢ z niego tatwo

wyznaczyc.

Sledzenie punktéw

Stoimy teraz przed nastepujacym problemem: dla danej animacji o predkosci 120 kl/s wraz z przeply-
wem optycznym wygenerowaé animacje o trzykrotnie mniejszej rozdzielczosci, zachowujac przy tym
jak najwieksza rozdzielczo$¢ postrzegana. W przypadku statycznych obrazéw wszystkie punkty prze-
mieszczaly si¢ w ten sam, dobrze zdefiniowany sposéb, jednak teraz nie dysponujemy tak dokladna
informacja. W kazdej klatce pojawia sie¢ nowy zestaw punktéw o znanej predkoéci zastepujac poprzed-
ni. Pojawia sie zatem pytanie, co tak naprawde jest Sledzone i jak przebiegaja Sciezki receptoréw na
ekranie. Zeby zaradzi¢ tej trudnoci, zastosujemy uproszczona strategie: zamiast wyznaczaé dlugie
Sciezki, skupimy sie na lokalnej optymalizacji kréotkich $ciezek, ktére niekoniecznie tacza sie¢ ze soba.
Dla kazdej klatki wprowadzaé¢ bedziemy nowy zbiér wirtualnych receptoréw, poruszajacych sie ruchem

prostoliniowym o dtugosci zycia trzech klatek:

3
Ty :/0 I(ph, ,(t),i+t)dt. o
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Sciezka pfw jest odcinkiem wyznaczonym przez przeplyw optyczny:

Pay(t) = (2,9) +t- f(2,y,9). (8)

Innymi slowy zakladamy, ze $ciezki receptoréw sa lokalnie (w czasie 1 przestrzeni) stale. Powyzsze
wzory podobnie jak poprzednio definiuja uktad réwnan liniowych, z pikselami animacji niskiej roz-
dzielczosci jako niewiadomymi, do ktorego stosujemy te sama metode optymalizacji. Zauwazmy, ze dla
calkowitoliczbowego ruchu statycznego obrazu rozwazanego przez Didyka i in. mamy f = (k1, ko) i
problem redukuje sie do tego samego co poprzednio uktadu rownan.

Adaptacja pseudokodu przedstawionego w punkcie 3.1 do przypadku ogdlnej animacji wymaga
jedynie drobnych zmian — musimy zmodyfikowaé¢ funkcje receptor_to_pixels i pixel_to_receptors, tak aby

uwzglednialy funkcje przeplywu optycznego oraz wprowadzone do modelu receptory wirtualne:

input

off > wspdirzedne receptora

rec > numer receptora

num > numer klatk:
output

pixels > lista trojek zawierajgca wspdlrzedne pikseli wraz z wagami
fun pixels = receptor_to_pixels(off, rec, num)

vel = optical_flow(off, rec)

t = num — rec

pixels = generate_mask(off + t - vel, vel)

endfun

input

off > wspdirzedne piksela

rec > numer receptora

num > numer klatk:
output

receptors > lista tréjek zawierajgca wspolrzedne receptoréow wraz z wagami
fun receptors = pixel_to_receptors(off, rec, num)

receptors = {(x, y, w) | (off.x, off.y, w) € receptor_to_pixels((x, y), rec, num)}
endfun

oraz uaktualni¢ ich wywolania w gléwnej procedurze:

fun subframes = optimize(image, factor, vel, len, iterations)
receptor_to_pixels((x, y), i, i + s)
pixel_to_receptors((sx, sy), i, i + s)

endfun
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Ze wzgledu na efektywnos¢ obliczen w naszej implementacji z optymalizacji wytaczyliSmy receptory,
dla ktérych funkcja przepltywu optycznego byla wicksza niz 6 w kierunku ktoérejs z osi. W takich
przypadkach zakladaliSmy, ze f jest réwna (0,0), przyjmujac, ze znaczaca poprawa ostrosci w tym

miejscu animacji nie jest mozliwa.

Eksperymenty

W celu przetestowania naszej metody wygenerowaliémy w programie Blender 2.49 pieé¢ animacji pro-
stych obiektéw wraz z przeplywem optycznym i poréwnaliSmy wynik optymalizacji klatek z filtrami
Lanczosa o promieniach 3, 4, 5 oraz 6. Do zapisu uzyliémy formatu EXR, ktory umozliwia zapis kana-
16w jako liczb zmiennoprzecinkowych ze znakiem. Kanal czerwony przechowywal jasno$é, natomiast
kanaly zielony i niebieski postuzyly do zapisu funkcji przeptywu optycznego (w Blenderze warto$é

vector render layer).

7.1 7.2 7.3

Rysunek 7: Obiekty uzyte w testach 1-4.

Pierwsza animacja przedstawiala obracajaca sie kule z nalozonym tekstem jako tekstura (rys. 7.1).
W tym, jak i w nastepnych testach zawierajacych obracajacy sie obiekt 0§ obrotu byta réwnolegla
do przekatnej obrazu. Nasza implementacja data wyniki lepsze od filtrowania z promieniem 3 (lekko
widoczny aliasing) oraz 5, 6 (obraz mniej ostry). Filtrowanie z promieniem 4 dalo poréwnywalny wynik.
Warto odnotowad, ze dla obu metod litery na poruszajacej sie kuli wydawaly sie grubsze w poréwnaniu
z pojedyncza klatka animacji, co nabierze pewnego znaczenia w tescie 3.

Druga animacja przedstawiala dwa szeregi bryl oteksturowanych bitmapa uzywana do testowania
ruchu statycznego obrazu (rys. 7.2). Obserwator przemieszczal si¢ pomiedzy szeregami i réwnolegle do
nich. Wektory predkosci skierowane byty od $rodka obrazu na zewnatrz, a ich dlugoéé¢ zwiekszala sie
wraz z odlegloscig od $rodka. W tym przypadku nasza implementacja data lepsze wyniki od wszystkich
sprawdzonych filtréw Lanczosa. Wigkszy rozmiar filtru powodowal rozmycie obrazu na jego brzegach,
mniejszy natomiast skutkowal aliasingiem w centrum obrazu. Aby uzyskaé¢ poréwnywalny efekt naleza-
loby uzy¢ filtrowania o zmiennym promieniu, zaleznym od predko$ci w danym miejscu obrazu. Warto

zwrdci¢ uwage na fakt, ze taki typ ruchu w obrazie, tj. wynikajacy z przemieszczania sie kamery w nie-
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ruchomym otoczeniu, ma spore znaczenie praktyczne w wielu dziedzinach, takich jak kinematografia,
wizualizacje architektoniczne czy gry komputerowe.

Trzecia animacja przedstawiala te sama co w pierwszym tescie kule (rys. 7.1), jednak tym razem
ruch polegal na naprzemiennym zwigkszaniu i zmniejszaniu obiektu. Zoptymalizowana animacja wy-
kazywala interesujaca wlasnoéé: w momencie gdy wektory predkosci zerowaly sie (tj. gdy kula osiagala
minimalny badZ maksymalny rozmiar) tekstura tracila odrobine kontrastu. Zwiazane jest to ze wspo-
mnianym przy okazji pierwszego testu efektem pogrubienia liter podczas animacji. Aby wyréwnaé
jasno$c¢ liter nalezaloby w jakis sposéb zroznicowaé dziatanie algorytmu ze wzgledu na obecno$¢ ruchu.
Filtr o promieniu 6 dawal obraz bardziej rozmyty, mniejsze promienie zwickszaly ilos¢ aliasingu. W
tym tescie wedle naszej oceny, nie mozna przesadzié, ktéra metoda data lepsze wyniki.

W czwartej animacji badanym obiektem byla znéw obracajaca sie kula, jednak ze zmieniong tek-
stura (rys. 7.3). Ponownie filtry o promieniach 5 i 6 daly obraz bardziej rozmyty, promien 4 dal obraz

poréownywalny, a przy promieniu 3 zaobserwowa¢ mozna bylo zwigkszony aliasing.

Rysunek 8: Obiekt uzyty w tedcie 5.

W ostatnim tescie obracaliémy obiekt zilustrowany na rys. 8. Dla rejonéw w centrum obrazu na-
sze obserwacje sg analogiczne do tych w teécie 1 i 4: filtrowanie Lanczosa o promieniu 4 dalo wy-
niki poréwnywalne do optymalizacji. Jednak dla wtdkien blizej brzegéw wystepowal aliasing, ktéry
wymagal zwiekszenia promienia filtru. Jednoczesnie w tych samych rejonach dla zoptymalizowanych
klatek zaobserwowaé¢ mozna bylo sporych rozmiaréw czarne obwodki wokol niektérych widkien. Ar-
tefakt ten wynika prawdopodobnie ze znacznych réznic predkosci — cienkie widkna o duzej predkosci
przemieszczaja sie na statycznym tle. Podobnie jak w tescie 3 ciezko jest wskazaé¢ zwyciezce, jednak
zoptymalizowane klatki daly lepszy efekt na wigkszym obszarze niz ktorykolwiek z filtréw.

Przeprowadzone testy wskazuja, ze zaimplementowana optymalizacja dla animacji moze da¢ wyniki
lepsze niz proste filtrowanie. Wedle naszej oceny, zeby uzyskaé¢ porownywalny efekt, nalezatoby uza-
lezni¢ rozmiar filtru od rozkladu predkosci w obrazie. Jednocze$nie nasz algorytm wymaga poprawek
usuwajacych efekt zmiany ogélnego wygladu odnotowany w teécie 3, jak réwniez artefakty widoczne

w tedcie 5.
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3.3. Animacje z nieznang funkcja przeplywu optycznego

Ostatnim rozwazanym przez nas uogdlnieniem metody byl przypadek dowolnej animacji, dla ktorej
nie dysponujemy dokladnym przeptywem optycznym. Pierwszym krokiem jest zatem jego estyma-
cja. W tym celu zastosowaliémy algorytm oparty na funkcjonale TV-L; zaproponowany przez Za-
cha i in. [2007]. Uzyliémy implementacji opublikowanej w ramach projektu GPU4Vision?, zaadapto-

wanej do uzycia w Plexusie (patrz rozdzial 3.1).

Eksperymenty

Dziatanie naszego algorytmu w polaczeniu z wyznaczaniem funkcji przeplywu optycznego sprawdzili-
Smy na trzech testach. Pierwszy test zawieral te sama co poprzednio obracajaca sie kule z nalozonym
tekstem, jednak tym razem przeptyw optyczny byt nieznany. Wygenerowane klatki na pierwszy rzut
oka wydawaly sie nieodrdoznialne. Dokladniejsze ogledziny pozwolity stwierdzi¢ obecno$é¢ bardzo ma-
lych artefaktéw na krawedzi obracajacego sie obiektu, ale wedlug nas pozostawaly one bez wplywu na

jakos¢é wyniku.

| 0 "
ivlon INARON

9.1 9.2

Rysunek 9: Fragment animacji Big Buck Bunny (9.1, zrédlo: http://www.bigbuckbunny.org/) oraz

testowa sekwencja video (9.2).

Nastepnie przetestowaliémy nasz program na materiale zaczerpnietym z animacji Big Buck Bun-
ny, ktérej nieskompresowane klatki w rozdzielczosci full-HD mozna pobraé z oficjalnej strony filmu?3.
Poniewaz film ten tworzony byt z mysla o odtwarzaniu z predkoécia 24 klatek na sekunde, do testow
wybralidmy fragment poczatkowej sceny (klatki 554-733), gdzie ruch kamery jest na tyle powolny,
ze pieciokrotne przyspieszenie wciaz pozwala na w miare swobodna obserwacje. Z klatek tych wyod-
rebniliSmy obszar w prawe]j czesci kadru o rozmiarze 900 x 900 (rys. 9.1). Filtry o promieniu 3 i 4
zawieraly nieakceptowalna iloé¢ aliasingu. Filtr o promieniu 6 byl mniej ostry niz zoptymalizowane
klatki. Promien 5 pozwolil uzyska¢ podobny poziom szczegdtowoéci, jednak poréwnanie jest utrudnio-

ne ze wzgledu na to, ze filtr Lanczosa zwiekszyl kontrast sceny. Stad prawdopodobnie wynika réwniez

2 OFlib. Institute for Computer Graphics and Vision (Graz University of Technology) hitp://gpuvision.icg.tugraz.at/
3 Big Buck Bunny. ©2008 Blender Foundation, http://www.bigbuckbunny.org/
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wieksza widoczno$¢ aliasingu niz w zoptymalizowanych klatkach. Zaskakujaco niska okazala sie wi-
docznosé artefaktéw zwigzana z niedokladnosciami algorytmu wyznaczania przeplywu optycznego.
Ostatni test zawieral material nakrecony przez nas kamera. Sekwencja ta zawierala przesuwajacy
sie po przekatnej obraz zadrukowanej kartki papieru (rys. 9.2). Poniewaz ruch wymuszony byl recz-
nie, nie byt on plynny i widoczne byly wstrzasy. Filtr o promieniu 3 zawieral znaczny aliasing. Dla
promienia 4 aliasing byt mniejszy, jednak wciaz wiekszy niz w przypadku zoptymalizowanych klatek.
Promien 6 dal obraz bardziej rozmyty. Promien 5 obraz poréwnywalnej jakosci, by¢é moze z lekkim
wskazaniem na korzy$¢ naszego algorytmu. Ponownie zaskakuje niska zawartoé¢ artefaktéw zwiazanych
z wyznaczaniem przeplywu optycznego: w tym tescie nie byliSmy w stanie wskaza¢ jednoznacznie ani

jednego.
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4. Implementacja

Implementacja naszego algorytmu to pojedynczy plik C++ (plik mgr.cpp). Do kompilacji wymagane
jest API OpenGL w wersji 2.0 z obstuga rozszerzenia framebuffer object oraz biblioteki freeglut 2.6.0.0,
GLEW 1.5.7.0, DevIL 0.1.7.8. Uzywaliémy kompilatora MinGW 3.4.2. Binaria biblioteki DevIL na
potrzeby MinGW konwertowalidémy przy uzyciu narzedzia reimp z pakietu mingw-utils w wersji 0.3
(nie udalo nam si¢ poprawnie ich skonwertowaé przy uzyciu wersji 0.4-1). Program uzywa fragment
shaderéw do gamma-korekcji oraz filtrowania Lanczosa.
Jedynym parametrem wywolania programu, jest wzgledna Sciezka do katalogu zawierajacego poje-
dynczy test. Struktura katalogu z testem jest nastepujaca:
test/
lanczos/
3/
4/
5/
6/
originals/
subs/
config.txt
0001.exr
0002.exr
0003.exr

Pliki EXR to klatki wysokiej rozdzielczosci, w ktérych kanal czerwony oznacza luminancje, natomiast
kanaly niebieski i zielony koduja funkcje przeptywu optycznego. W katalogach lanczos, originals oraz
subs zapisane zostang odpowiednio obrazy przefiltrowane okienkiem Lanczosa (liczba w nazwie pod-
katalogu oznacza promien filtru), oryginalne kanaly luminancji o wysokiej rozdzielczosci oraz zopty-
malizowane podklatki niskiej rozdzielczosci. Kluczowym plikiem jest config.txt, w ktérym zawarta jest
konfiguracja testu. Struktura tego pliku jest nastepujaca: w pierwszej linii liczba klatek animacji oraz
flaga (1 lub 0) czy optymalizujemy animacje czy statyczny obraz. W tym drugim przypadku program
zignoruje wszystkie pliki EXR poza pierwszym. Druga i trzecia linia koduja format nazewniczy plikow
EXR: odpowiednio dlugosé nazwy oraz numer pierwszej klatki. Linie czwarta i piata to odpowied-
nio szerokos¢ i wysokos¢ pojedynczej klatki. Linia szosta zawiera dwie liczby rzeczywiste, oznaczajace
predko$c¢ statycznego obrazu wyrazona w pikselach wysokiej rozdzielczosci na klatke. Siddma linia za-
wiera wspolezynnik redukeji rozdzielczoscei (w naszych testach zawsze 3). Osma linia oznacza liczbe
iteracji optymalizacji. Linie 9-11 wskazuja katalogi lanczos, originals oraz subs.

Na plycie zamiesciliSmy réwniez wygenerowane przez nas klatki dla testéw z czesci 3.2 i 3.3 oraz
program umozliwiajacy wyswietlenie i poréwnanie klatek (plik player.cpp). Oczywiscie, uzytkowanie
tego programu ma sens tylko w przypadku monitora o czestotliwosci od$wiezania 120 Hz.

Czytelnik moze wygenerowaé samodzielnie sceny testowe przy uzyciu pliku scenes.blend.
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Podsumowanie

W niniejszej pracy oméwiliSmy metode zwiekszania postrzeganej rozdzielczosci poruszajacych sie ob-
razéw na wyséwietlaczach cieklokrystalicznych o wysokiej czestotliwosci odéwiezania. Natepnie zapro-
ponowaliSmy uogélnienie metody na przypadek ruchu o dowolnej predkosci i animacji ze znana badz
nieznang funkcja przeplywu optycznego oraz przedstawiliémy wyniki przeprowadzonych badan ekspe-
rymentalnych, w ktérych uzyliémy zataczonej implementacji algorytmu.

Przeprowadzone eksperymenty pokazaly, ze w przypadku ruchu statycznego obrazu o dowolnej
predkoéci z zakresu (0, 3] wyostrzenie obrazu jest mozliwe, niemniej prawie zawsze odbywa sie to
kosztem pojawienia sie aliasingu. Z drugiej strony niecatkowite predkosci sa podatne na wystepowanie
aliasingu réwniez przy zastosowaniu tradycyjnych metod resamplingu. Wzraz ze wzrostem predkosci,
metoda daje gorsze wyniki i dla predkosci (6, 6) jej stosowanie jest juz nieoptacalne. Podobne wnioski
wyciagna¢ mozna dla animacji z dana funkcja przeptywu optycznego: nasza metoda powoduje wzrost
postrzeganej rozdzielczosci obrazu, ale zaleznie od rozkladu predkosci w obrazie, w niektérych miej-
scach moze pojawié sie aliasing. Wskazaliémy przyklady, dla ktérych filtrowania Lanczosa (nawet gdy
dopuscimy zbyt maly w skali pojedynczej klatki promief filtru) nie mozna uznaé ze bezsprzecznie
lepsze, gdyz zaleznie od rozmiaru filtru uzyskany przy jego uzyciu obraz mial wiecej aliasingu lub byt
mniej ostry. PokazaliSmy, ze gdy przeplyw optyczny animacji nie jest znany, wciaz mozna zastosowaé
nasza metode, uzywajac algorytmu jego estymacji. W takich wypadkach interesujaca jest dosy¢ niska
czulo$¢ metody na niedoktadnosci w oszacowaniu przeptywu.

Jako kierunki dalszych badan wskazalibySmy rozwazenie mozliwosci jakie niesie z soba uzycie wy-
Swietlaczy o czestotliwo$ciach wyzszych niz 120 Hz, jak rowniez sprawdzenie stosowalnosci metody
do wyswietlaczy CRT. Wydaje si¢ réwniez, ze zastosowanie okulografii (ang. eye tracking) mogloby

stworzy¢ dalsze mozliwosci rozwoju metody.
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