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Streszczenie

Niniejsza praca prezentuje i poréwnuje rézne algorytmy stuzace do oceny jakosci obrazu,
przede wszystkim skupiajac sie na ostrosci. Proponuje tez modyfikacje oraz szereg innych
technik stuzacych do oceny jakosci obrazéw.

W rozdziale drugim pracy sa zaprezentowane techniki, ktére sa czesto uzywane w algoryt-
mach oceny jakosci obrazéw. Praca prezentuje kilka metod oceny ostrosci obrazu (rozdziat
3).

W kolejnym rozdziale opisane sa popularne bazy danych zdjeé, czesto uzywane do testowania
metod oceny jakosci obrazéw. Opisane sa tez zdjecia, ktore zostaly wykonane do tej pracy i
na ktorych byly przeprowadzane w wiekszosci badania.

Rozdzial piaty pracy to opis i porownanie metryk opisanych w rozdziale trzecim. W
rozdziale széstym proponujemy ulepszenia do algorytméw z rozdziatu trzeciego oraz nowe
algorytmy oraz opisujemy wyniki ich skuteczno$ci.

Abstract

This paper presents and compares image quality assesment (IQA) algorithms, especially on
sharpness assesment. We also propose modifications and another techniques for image quality
assesment.

In second chapter of the paper we present popular techniques that are used in IQA
algorithms. In third chapter we present few algorithms for sharpness measuement.

In next chapter there are popular image databases describes, which are often used to test
IQA algorithms. Also in this chapter we described our own image database, which were taken
for purpose of this paper. Most reaserch were done on that image database.

Fifth chapter is a description and comparison of algorithms described in chapter three. In
sixth chapter we propose modifications for methods from chapter three and we propose new
algorithms.
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Rozdziat 1

Wstep

Celem pracy jest zaproponowanie algorytmicznej metody do poréwnywania jakosci obrazow,
zaktadajac, ze dysponujemy sekwencja zdje¢ przestawiajaca ten sam obiekt. Wraz z rozwojem
fotografii cyfrowej oraz powszechnosci urzadzen elektronicznych, ktore posiadaja funkcje
aparatu pojawily sie mozliwosci robienia bardzo wielu zdjeé, nie troszczac sie zbytnio o ich
jakos¢. Wiele aparatéw posiada funkcje robienia sekwencji zdje¢. Wérdd tak wielu zdjeé czesto
tylko kilka ujeé jest dobrych w sensie technicznym (ostrosé, jasnosé, kontrast, nasycenie etc.), a
takze percepcyjnym (ustawienie obiektéw na zdjeciu, dobry kadr). Przede wszystkim skupiamy
sie na ich ostrosci, ale bierzemy pod uwage takze inne czynniki takie jak: szum, kontrast,
jasnos¢é obrazu.

Od kilkunastu lat trwaja badania nad algorytmami automatycznie oceniajacymi obrazu
pod wieloma kryteriami, powstato na ten temat wiele prac, zostata opracowana systematyka
algorytmoéw do oceny jakosci obrazu. Mimo tych wszystkich badan wspoétczesne programy do
obrébki zdjeé¢ (jak np. Adobe Lightroom) nie posiadaja funkcjonalnosci typu automatycznego
wyboru dobrych zdjeé.

Okreslanie ostrosci zdjecia najczesciej odbywa sie poprzez badanie krawedzi w obrazie,
dlatego prezentujemy rézne techniki pozyskiwania krawedzi, ktore sa wykorzystywane w
roznych algorytmach. Poréwnujemy kilka istniejacych metryk stuzacych do oceny jakosci
obrazu, ktére wykorzystuja rézne rozwiazania, aby przekonaé sie jakie sa najskuteczniejsze,
nastepnie wprowadzamy ulepszenia do nich. Proponujemy takze inne algorytmy. Poniewaz
algorytm powinien automatycznie okredla¢ jako$¢ obrazu, celem jest uzyskanie ocen, ktére
odpowiadaja temu jak ludzie oceniaja ten obraz. W tym celu przygotowaliSmy baze zdjec i
poréwnujemy wyniki otrzymane przez algorytm z ocenami ludzi.



Rozdziatl 2

Metody pozyskiwania krawedzi

2.1 Operator Sobela

Jezeli potraktujemy obraz jako sygnal f(z), to krawedzie w obrazie mozna zdefiniowaé, jako
miejsca gdzie sa najbardziej dynamiczne zmiany sygnatu, czyli jako miejsca gdzie pierwsza
pochodna ma ekstremal3]. W celu wykrycia krawedzi w obrazie, czyli sygnale dwuwymiarowym
musimy policzy¢ jego pochodna, ktéra nazywamy gradientem. Zatem policzymy pochodne
czastkowe w obu kierunkach.

(2.1) Vf(z) = [af(x) af(x)}

8$1 83:2

Jednak obraz nie jest sygnatem cigglym, ale dyskretnym, wigc musimy w jaki$ sposob oszacowac
pochodna obrazu. W tym celu stosuje si¢ operatory, ktorych natozenie na obraz daje pewne
przyblizenie pochodnej. Wsréd wielu metod jest operator Sobela, ktéry charakteryzuje sie dosé
dobrymi wynikami, dodatkowsg zaleta jest separowalnosé filtra, co wplywa na mozliwo$¢ jego
efektywnej implementacji. Jest to operator, ktéry nalezy do grupy operatorow do regulowanego
wykrywania krawedzi (regularized edge detectors)[3]. Takie filtry wygladzaja obraz, co czyni
je bardziej odpornymi na przypadkowe i niepozadane wzmocnienie szumu w obrazie. Operator
Sobela rozmywa obraz w kierunku prostopadtym do szukanej pochodnej. Maski operatora
Sobela w obu kierunkach sg widoczne ponizej.

1 0 1 1
(2.2) M,=|-2 0 2| =2 [-1 0 1]
-1 0 1 1
1 -2 -1 -1
(2.3) My=10 0 o0f=[121]]0
1 2 1 1

Gdy policzymy czastkowe oszacowania pochodnej w kierunku poziomym i pionowym w danym
punkcie, to mozemy obliczy¢ wartos¢ gradientu w nim ze wzoru:

(2.4) G=,/G2+G2



Gdzie G oraz Gy to wartoSci w danym punkcie obrazu po natozeniu operatora, czyli po
splocie obrazu z maska operatora. Czasami uzywa si¢ bardziej uproszczonego szacowania ze
wzgledu na lepsza szybkosé¢ dziatania:

(2.5) G =[Gl +1Gy

W wyniku tej operacji dostajemy wartosci gradientu (dlugosci wektoréw). Musimy jeszcze
znalezé kierunek wektora w kazdym punkcie. Kierunek otrzymujemy ze wzoru:

— Gy
(2.6) 0 = arctan (Gac>

(a) Oryginalny obraz (b) Obraz po nalozeniu pionowego operatora Sobela

(c) Obraz po nalozeniu poziomego operatora Sobela (d) Obraz po naltozeniu zlozenia pionowego i pozio-
mego operatora Sobela

Rysunek 2.1: Przyktad dzialania operatora Sobela



2.2 Canny Edge Detector[1]

Canny scharakteryzowal, jakie cechy powinien mieé¢ dobry algorytm wykrywajacy krawedzie:

1. Prawdopodobienstwo pomytki musi by¢ niskie: algorytm musi wykrywaé¢ punkty nalezace
do krawedzi z duzym prawdopodobienstwem oraz oznaczaé punkty nienalezace do
krawedzi z malym prawdopodobienstwem.

2. Punkty zaznaczone jako krawedzie powinny by¢ tak blisko, jak to mozliwe prawdziwym
srodkom krawedzi.

3. Pojedyncza krawedZ powinna mieé tylko jedng wlasciwa odpowiedZ w wyniku.
Algorytm wykrywajacy krawedzie mozna podzieli¢ na kilka krokdw:

1. Wygtadzanie

2. Obliczanie gradientu obrazu

3. Tlumienie (non-max suppression)

4. Obliczanie progéw (thresholding)

5. Sledzenie krawedzi

Krok 1 stuzy wyeliminowaniu z obrazu szumu, ktéry moégltby spowodowaé¢ wykrycie krawedzi
w miejscach, gdzie w rzeczywistosci ich nie ma. Z drugiej strony zbytnie rozmycie obrazka
moze spowodowaé bledy w detekcji. W tym celu uzywa sie filtra Gaussa na obrazku. W
implementacji uzytem filtra o nastepujacym jadrze:

2 4 5 4 2

L |49 12 9 4

(2.7) =g |7 12 15 12 5
4 9 12 9 4

2 4 5 4 2

Krok 2 to obliczenie gradientu. Istnieje wiele operatoréw, ktore z rézna dokladnoscia aprok-
symuja gradient obrazu. Istotne jest, zeby wybra¢ rozwiazanie, ktére bedzie optymalne pod
wzgledem potrzebnej dokladnosci i szybkosci dzialania. Do$é¢ powszechnie stosowany jest
operator Sobela rozmiaru 3 x 3. Po tej operacji dostajemy wartos¢, jak i kierunek gradientu w
kazdym punkcie obrazu.

W kolejnym kroku chcemy wyttumié niektére piksele na obrazku, aby spetnié¢ zatozenia 2 i
3 o dobrym wykrywaczu krawedzi. W tym celu dla kazdego piksela sprawdzamy, czy ma on
najwieksza wartosé gradientu w swoim sasiedztwie. Musimy rowniez wzia¢ pod uwage kierunek
gradientu w tych obliczeniach: sprawdzamy kierunek i sasiadujace piksele lezace prostopadle
do kierunku i wygaszamy te, ktore nie maja wartosci maksymalnej w poréwnaniu do sasiadéw.
Standardowo krawedzie wykrywamy w czterech kierunkach — pionowym, poziomym oraz
obu diagonalnych, zatem kierunek gradientu zaokraglamy do najblizszej wielokrotnosci 45°.
Mozliwe jest wykrywanie krawedzi w mniejszej liczbie kierunkow, jezeli tylko taka jest potrzeba.
Wynik dziatania tlumienia mozna zobaczy¢ ponizej.



(a) Przed tlumieniem (b) Po ttumieniu

Rysunek 2.2: Ttumienie

W kroku 4 ustalamy, powyzej jakich wartosci uznajemy piksel za nalezacy do krawedzi.
Canny w swojej pracy zaproponowal znalezienie dwoch progéw. Pojedynczy prog powoduje, ze
krawedzie sa poszarpane i brakuje w nich niektérych pikseli. Jezeli punkt ma wartos¢ powyzej
gbérnego progu h, to automatycznie jest uznawany za krawedz. Jezeli ma wartosé¢ powyzej
dolnego progu [, to jest uznany za punkt nalezacy do krawedzi i tylko wtedy, jezeli taczy sie
z punktem, ktéry zostal juz zaklasyfikowany jako nalezacy do krawedzi. Takie rozwiazanie
powoduje, ze jezeli krawedzie w wyniku nie sa poszarpane, nawet mimo wahajacych sie wartosci
punktow. Canny zalecal, aby stosunek wartoéci h do | wynosit pomiedzy 2:1 a 3 : 1.

Ostatni krok to stworzenie ostatecznego wyniku na postawie wyliczonych wczesniej progéw.
Nalezy przejrze¢ posredni obraz wykonany w kroku 3 i wybraé piksele stanowiace krawedzie
wedltug kryterium opisanego w kroku 4. Na rysunku 2.3 widaé¢ wynik dzialania wykrywacza
krawedzi:

(a) Oryginalny obraz (b) Obraz z wykrytymi krawedziami

Rysunek 2.3: Canny edge detector



2.3 Funkcje Haara i transformata Haara

Falki Haara (Haar wavelets) jest to baza, w ktérej mozemy przechowywaé rézne rodzaje
sygnaléw miedzy innymi obrazy. W przeciwienstwie do np. bazy Fouriera w bazie Haara
mamy zachowang lokalnos¢ obiektéw w transformacie obrazu. Dzieje sie tak dlatego, ze funkcje
bazowe Haara sa rézne od zera tylko na jednym spdjnym fragmencie funkcji. Funkcja matka
falek Haara 1(t) jest okreslona wzorem[9][10]:

1, dlatel[d),
(2.8) Y(t)=4-1, dlate[i,1)
0, wpp

Inne funkcje bazowe mozna otrzymaé poprzez skalowanie i przesuwanie funkeji 1 (t).
(2.9) Yk =102t —k) (k=0,1...27 —1)

Transformaty Haara uzywa sie min. w przetwarzaniu obrazéw do wykrywania krawedzi, a
takze bardziej ogdlnie w przetwarzaniu sygnaléw do ich kompresji.

(a) Oryginalny obraz (b) Obraz po transformacie Haara(3 poziomy)

Widaé, ze w lewej dolnej ¢wiartce kazdego poziomu ,,piramidy” sg informacje o gradientach
poziomych, w prawym gérnym o pionowych, a w prawym dolnym o gradientach diagonalnych
w kazdej rozdzielczosci.
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Rozdziat 3

Metryki ostrosci obrazu

3.1 Wprowadzenie

Metryki oceniajace jako$¢ obrazu sa dzielone na kilka réznych grup[l1][7]:

e Subiektywne — metody oparte na subiektywnych ocenach ludzi. Najczesciej stosowana
jest pieciostopniowa skala jakoéci, w ktérej badana osoba ocenia pokazywane zdjecie.
Wsrod tych metod mozna wyrdznié dwie gtowne grupy:

— Metody pojedynczej stymulacji, gdzie pokazuje si¢ oceniajacemu jedno zdjecie, na
pewien czas, a po jego upltywie prosi o ocene.

— Metody podwdjnej stymulacji, w ktorych oceniajacy widzi dwa zdjecia np. zdjecie
referencyjne i oceniane lub prosi sie o poréwnanie dwéch zdje¢ i wybranie lepszego
z nich.

e Obiektywne — metody algorytmiczne oceniajace jakosé zdjeé. Celem badan jest wynale-
zienie algorytmdw, ktérych wyniki odpowiadaja subiektywnym ocenom ludzi.

— Metryki pelnej referencji (full reference — FR) - takie, w ktérych mamy dostep do
obrazu oryginalnego, niemajacego wad i poréwnujemy jaki$ obrazek z oryginalnym.

— Metryki cze$ciowej referencji (reduced reference — RR) - kiedy mamy tylko cze-
Sciowg informacje o oryginalnym obrazie, na przyklad o jego najwazniejszych
fragmentach.

— Metryki bezreferencyjne (no reference — NR) - kiedy nie mamy zadnej informacji
o obrazie idealnym, jest to przypadek, ktory najbardziej odpowiada zatozeniom
postawionym w temacie pracy, gdyz nie mamy zadnej informacji o ,wlasciwej”
wersji obrazu, ale z drugiej strony zakladamy, ze obrazy przedstawiaja te same
obiekty, dzieki czemu algorytm moze postuzyé¢ sie technikami niedostepnymi w
klasycznej wersji tego problemu.

W kolenych podrozdziatach opiszemy kilka réznych metod oceny ostroéci obrazu typu no—
reference.
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3.2 Metryka Marziliano[2]

Jest to jedna z pierwszych i jednoczesnie bardzo prosta metoda oceniania ostrosci obrazow typu
no-reference. Opiera sie na detekcji krawedzi i sprawdzaniu ich szerokosci. Zarys algorytmu
mozna przedstawi¢ w punktach:

1. Oblicz gradient obrazu.
2. Dla kazdej krawedzi oblicz jej szerokos¢.

3. Oblicz wynik jako $rednig szerokos$¢ krawedzi.

Najpierw uzywa si¢ operatora Sobela na komponencie jasnosci (luminance) obrazu wej-
Sciowego S = Sobel(I), aby znalez¢é w nim krawedzie. Poprzez ustalenie progu ¢t na obrazie
wynikowym S eliminuje si¢ szum i malo widoczne krawedzie. Dla polepszenia szybkosci dzia-
tania uzywa si¢ operatora tylko w jednym kierunku — w pracy wybrano pionowy, autorzy
twierdza, ze wybér obu kierunkéw nie wplywa na poprawe wynikéw. Nastepnie dla kazdego
punktu nalezacego do krawedzi e; oblicza sie pozycje poczatku krawedzi r; i jej konca I;. Jako
poczatek i koniec rozumie si¢ lokalne ekstrema w jasnosci obrazu I na prawo i lewo od punktu
e;. Szerokos¢ krawedzi jest roznica miedzy pozycja konca krawedzi a jej poczatkiem czyli
szerokos¢ W; = r; — l;. Warto$¢ metryki dla calego obrazka to suma szerokosci krawedzi przez
iloé¢ krawedzi, czyli ilos¢ pikseli e;. Metryke mozna opisa¢ wzorem:

N
li + i
3.1 B =
(3.1) Z N
=0
Im mniejsza jest szeroko$é¢ krawedzi, tym ostrzejszy jest obraz, zatem mniejszy wynik
oznacza bardziej ostry obraz.

Jasnosc
255

Rysunek 3.1: Przekrdj przez wiersz obrazu I, jasnos¢ zaznaczona ciagla linia, przerywana linia
wystapienia krawedzi, przerywano — kropkowang linig lokalne minima i maksima dla krawedzi.
W1 i Wy oznaczaja szerokosé krawedzi, eg i e
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3.3 Just Noticable Blur[3]

Wsréd wielu algorytméw mierzacych ostrosé obrazu, czesé z nich stworzona byta do pordw-
nywania obrazow o tej samej zawartosci. Autorzy chcieli wymysle¢ algorytm, ktéry dawalby
podobne wyniki dla takiego samego obiektywnego rozmycia obrazu.

Algorytm opiera sie na czesto stosowanej metodzie Just Noticable Difference (JND), ktorej
uzywa sie¢ w badaniu réznych czynnikéw na ludzka percepcje. W tej metodzie sprawdza sie,
jak mata ilos¢ badanego bodzca jest zauwazalna przez cztowieka. W tym przypadku prze-
prowadzono badania, kiedy czlowiek jest w staniu zauwazy¢ rozmycie obrazu przy zadanym
kontrascie. Taka najmniejsza wartosé rozmycia autorzy nazywaja Just Noticable Blur (JNB).
Badania pozwolily oszacowaé warto$¢ parametru wyyp, ktory jest wykorzystywany pozniej w
algorytmie. Przy szerokosci krawedzi réwnej wyyp, dla zadanego kontrastu prawdopodobien-
stwo wykrycia jej nieostrosci jest réwne 63%.

Schemat algorytmu:

1. Wykryj krawedzie w obrazie i oblicz jego gradient.
2. Podziel na bloki i odrzué¢ bloki gtadkie.
3. Oblicz ocene dla kazdego niegtadkiego bloku.

4. Oblicz oceng dla calego obrazu na postawie ocen dla blokéw.

Algorytm najpierw uzywa na wyjsciowym obrazie I wykrywacza krawedzi Cannego na
obrazie C' = Canny(I) oraz naklada na obraz operator Sobela S = Sobel(I). Nastepnie obraz
jest dzielony na bloki o rozmiarze 64 x 64 pikseli. W kazdym bloku obliczana jest ilosé¢ punktow
krawedzi na podstawie C. Jezeli jest mniejsza niz 0.2% pikseli w bloku, to blok jest uznany za
gladki i nie jest dalej przetwarzany. W przeciwnym wypadku ocena rozmycia dla bloku Ry
jest obliczana ze wzoru:

wier) B\°
(3.2) Dgr, =1 > (e4)

w €;
= JNB(e:i)

W powyzszym wzorze e; to piksele rozpoznane jako krawedzie na obrazie C, a wyyp ma
wartos¢ zalezng od kontrastu w bloku. Kontrast k jest obliczany jako réznica jasnosci miedzy
najjadniejszym a najciemniejszym pikselem w bloku. wjyp ma warto$é¢ 5 jezeli £ < 50 i
wartosé 3 jezeli k > 50. Natomiast w(e;) to szeroko$¢ krawedzi obliczana tak samo, jak w
metryce Marziliano[?] na postawie obrazu S. Parametr § ma warto$é¢ 3.6. Ilo$é¢ wszystkich
przetwarzanych blokow oznaczamy przez L.

Nastepnie, aby otrzymaé¢ wynik rozmycia dla calego obrazu uzywana jest metryka Min-
kowskiego:

; g
(33) D = | 3| Dg,|
Ry,
L

Warto$é B jest zwracana jako wynik. iloé¢ przetworzonych blokéw L przez rozmycie D.
Im wyzszy jest wynik, tym obraz jest ostrzejszy.
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3.4 Cumulative Probability of Blur Detection|[4]

Algorytm jest ulepszeniem poprzedniego [3], stosowany jest inny model do oceny rozmycia
obrazu, natomiast nadal stosowana jest ta sama koncepcja (JNB) jako podstawa do okreslenia
czy dana krawedz jest rozmyta.

1. Wykryj krawedzie w obrazie i oblicz jego gradient.
2. Podziel na bloki i odrzué bloki gtadkie.
3. Dla kazdej krawedzi w bloku oblicz prawdopodobienstwo jej uznania za rozmyta.

4. Znormalizuj wyniki i oblicz wynik.

Na obrazie I obliczany jest gradient za pomoca operatora Sobela S = Sobel(I) i wykrywane
sa krawedzie za pomoca algorytmu Cannego C' = Canny(I). Obraz jest dzielony na bloki o
rozmiarach 64 x 64 pikseli. Jezeli blok jest uznany za niegladki (na takich samych zasadach
jest algorytmie JNB) to dla kazdego punktu krawedzi e; obliczane jest prawdopodobieristwo
jej uznania za rozmyta za pomoca wzoru:
)

Gdzie w(e;) to szerokosé krawedzi obliczana jak w pracy [2], a parametr § = 3.6. Wynik
prawdopodobienistwa zaokragla si¢ do 0.01.

Po obliczeniu prawdopodobienstw dla wszystkich krawedzi oblicza sie znormalizowany
histogram prawdopodobienistw detekcji rozmycia, czyli Ppryr/Liczba wszystkich krawedzi.
Wynikiem jest suma gestosci prawdopodobieristw ponizej 63%. Im wickszy jest wynik, tym
obraz jest ostrzejszy. Nieostre krawedzi maja duza szerokos¢, zatem prawdopodobienstwo
uznania ich za rozmyte jest duze. Wtedy suma gesto$ci prawdopodobienistw ponizej 63%
bedzie malta. Kiedy w obrazie jest duzo ostrych krawedzi, to suma malych prawdopodobienstw
wykrycia nieostrosci jest duza, wiec wynik jest wigkszy.

w(e;)

(35) PBLUR(ei) =1- exrp <— ’U)JNBM

3.5 Metryka Tongal[5]

Ta metryka wykorzystuje przetwarzanie obrazéw w dziedzinie falek (wavelets). Na obrazie
wejsciowym dokonywana, jest transformata Harra. Krawedzie w obrazie mozna podzieli¢ na
cztery typy (3.5). Autorzy zauwazaja, ze w obrazach nieostrych dwa z tych typ6éw nie wystepuja,
a pozostate traca swoj ksztalt. Zadaniem algorytmu jest znalezienie, ktore piksele obrazu
nalezg do krawedzi oraz do jakich typéw krawedzi one naleza. Schemat dziatania algorytmu
mozna przedstawi¢ nastepujaco:

1. Oblicz transformate Haara H = haar(I) obrazu.
2. Skonstruuj mape krawedzi Emap; dla kazdego poziomu transformaty.
3. Skonstruuj mape maksiméw Emap; na postawie map krawedzi.

4. Oblicz iloéé¢ krawedzi poszczegdlnych typdéw w obrazie.
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(a) Krawedz typu Dirac (b) Krawedz typu Roof

(¢) Krawedz typu Astep (d) Krawedz typu Gstep

Rysunek 3.2: llustracja typow krawedzi

5. Oblicz wynik.

Po obliczeniu trzystopniowej transformaty Haara na obrazie I konstruujemy mape krawedzi
w kazdej skali. Wartoéé¢ kazdego piksela otrzymujemy ze wzoru:

(3.6) Emapi(k,1) = \/[VD2(k,1) + HD2(k,1) + DD?(k,1) (i =1,2,3)

Nastepnie musimy sprowadzi¢ wszystkie mapy krawedzi do wspélnej skali, w tym celu
dzielimy kazda z nich na okna rozmiaru 24~% x 247 i znajdujemy maksymalng wartoéé¢ w takich
oknach. Po tym kroku algorytmu otrzymujemy trzy mapy maksiméw Emaz; (i =1,2,3).
Poniewaz transformata Haara wplywa roznie na rézne typy krawedzi, mozemy teraz rozpoznad,
ktore piksele naleza do jakiego typu. Nie bedziemy jednak rozwazaé pikseli, ktérych wartosé
jest ponizej pewnego progu t = 35, gdyz sa one mato widoczne dla cztowieka. Do klasyfikowania
krawedzi bedziemy uzywaé kilku regut:

1. Jezeli Emaxi(k,l) > t lub Emaxs(k,l) > t lub Emaxs(k,l) > t, to piksel nalezy do
krawedzi, oznaczmy sume takich punktéw przez N..
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Rysunek 3.3: llustracja piramidy z oznaczonymi poszczegdlnymi obszarami

2. Jezeli piksel nalezy do krawedzi i Emax1(k,l) > Emaxa(k,l) > Emazs(k,l), to piksel
ma typ Dirac lub Astep, oznaczmy sume, takich punktéw przez Ng,.

3. Jezeli piksel nalezy do krawedzi i Emaxi(k,l) < Emaxa(k,l) < Emaxs(k,l), to piksel
ma typ Roof lub Gstep.

4. Jezeli piksel nalezy do krawedzi i Emaxi(k,l) < Emaza(k,l) > Emazs(k,l), to piksel
ma typ Roof, oznaczmy sume pikseli z tego warunku i poprzedniego przez N,.,.

5. Jezeli piksel ma typ Gstep lub Roof i Emaxq(k,l) < t, to piksel nalezy do nieostrej
krawedzi, sume takich pikseli oznaczymy przez Nj.

Ostatnim krokiem algorytmu jest obliczenie warto$ci metryki, najpierw obliczamy stosunek

N,
P = Nﬂia czyli pikseli ostrych krawedzi do wszystkich krawedzi. Jezeli P > m to zdjecie
zostaje uznane za ostre i wynikiem jest 0, autorzy ustalili warto$¢ parametru m = 0.05. W

Ny

przeciwnym wypadku jako wynik algorytmu zwracane jest B = . Im wiekszy wynik tym

rg
gorsza jako$¢ zdjecia.

3.6 Metryka Kerouh’a[6)]

Ta metoda roézni sie znacznie od poprzedniego algorytmu, ale autorzy czesto odwotuja sie do
pracy [5], ktéra byla punktem wyjsciowym. Oto schemat algorytmu:

1. Oblicz transformate falkowa obrazu
2. Oblicz mape krawedzi
3. Zidentyfikuj krawedzie i krawedzie rozmyte w transformacie

4. Oblicz wynik
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Podobnie jak w algorytmie Tonga pierwszym krokiem jest uzycie transformaty falkowej.
Mape krawedzi buduje sie, nie korzystajac z czesci diagonalnej:

(3.7) Emap;(k,1) = \/VD2(k,1) + HD}(k,1) (i =1,2,3)

W algorytmie Tonga byt staly prog, powyzej ktérego stwierdzato sie wykrycie krawedzi,
tutaj autorzy proponuja warto$¢ zalezna od poziomu transformaty 4 oraz $redniej.

(3.8) t; = 271 - mean(Emap;(k,1)) (i =1,2,3)

Piksel Emap;(k,l) > t;, ktory nalezy do krawedzi, jest uznawany na nieostry, jezeli réznica
miedzy nim, a jego sasiadami (rozpatrujemy wszystkich osmiu sasiadéw) jest mniejsza niz prog,
ktérego wartosé jest zalezna od poziomu transformaty & = 0.5-21 (i = 1,2,3). Zliczamy
wszystkie piksele stanowigce krawedzie N E; i krawedzie nieostre N B; dla kazdego poziomu.
Nastepnie obliczamy wspélczynnik rozmycia na kazdym z poziomdw:

N B;

(3.9) Qi = .

(i=1,2,3)

Ostatecznie wynikiem algorytmu jest érednia wazona B. Poziomy, ktére maja wigksza
rozdzielczo$é, sa uwazane za wazniejsze i mnozone przez wieksze wagi. Im wiekszy wynik B
tym lepsza jakos¢ obrazu.

3 .
> 2871Q;
=1

(3.10) B=1- —

Z 2371

=1

3.7 Metryka Choi[7]

Metryka stuzy do oceny jakoéci obrazu na podstawie rozmycia i szumu obecnego w obrazie.
Algorytm jest podzielony na nastepujace fazy:

1. Ocena rozmycia obrazu

(a) Detekcja krawedzi.

(b) Szacowanie rozmycia obrazu.
2. Ocena szumu w obrazie.

3. Obliczenie wyniku.

3.7.1 Wykrywanie krawedzi i ocena rozmycia

Wykrywanie krawedzi odbywa sie inaczej niz w poprzednich algorytmach, jest to metoda
bardzo prosta w poréwnaniu do poprzednio opisanych. Krawedzie wykrywane sa w kierunkach
poziomym i pionowym oddzielnie. Opiszemy tu jedng metode, do wykrywania poziomych
krawedzi z indeksami p,, gdyz druga jest analogiczna i posiada indeksy ,. Najpierw obliczamy
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gradient poziomy Dy, dla kazdego piksela obrazu I(i,j), a nastepnie $rednia Dppp,. H - W to
rozmiar obrazu (wysokosé¢ razy szerokosé):

., H W
12 D = — Dpp(2,7
(3.12) hbm HWZ;; no (i, )

Nastepnie jest obliczana mapa pikseli kandydujgcych do bycia krawedziami C (i, 7).

Dpy(3,7) Jjezeli Dyy(i,5) > Dhpm,
0 wpp

(3.13) Cn(i,j) = {

Jezeli piksel (i,7) ma wartosé¢ Cp, wigksza niz dwoch sasiadéw, to zostaje uznane jako
krawedz Ep (1, 7).

1 jezeli Cp(i,7) > Cp(i,j+ 1)1 Cr(i,5) > Cp(i,j—1),
0 wpp

(3.14) En(i, j) = {

Gdy zostanie dokonana detekcja krawedzi, to kolejnym krokiem jest zdecydowanie ktére
piksele sa rozmyte. W tym celu oblicza sie wskaznik rozmycia w obu kierunkach: Ry, oraz R, i
wybiera wiekszy z nich i dla ustalonego progu Thy = 0.1 dla warto$ci mniejszych uznaje sie
piksel za rozmyty. Wskaznik rozmycia R}j obliczamy nastepujaco:

(3.15) Ani ) = 5 Dl )
|I(’Lu7) - Ah(l’])|
Ah(imﬂ

R, definiujemy dla kierunku wertykalnego analogicznie. Wtedy rozmyte piksele to:

(3.16) Ru(i,j) =

1 jezeli max(Rp(i,7), Ry(i,7)) < Thy,
0 wpp

(3.17) B(i,j) = {

Ostatecznie do oceny rozmycia obrazu uzywamy dwie liczby: B, oraz B,:

Sumblur
3.18 B,=———"7+
( ) m Bluren;
BlUﬂ“cnt
3.19 B, = —
( ) " Edgecnt

Gdzie Edgecn: to suma pikseli uznanych za krawedzie, Blure,: to suma pikseli rozmytych,
czyli takich ktérych B(i,j) = 1, a Sumyy,, opisuje sie wzorem:

H W
(320) Sumblur - Z Z mam(Rh(i>j)7 Rv(ia .]))
i—1j—1
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) Obraz Dy, — gradient poziomy ) Obraz z wykrytymi krawedziami poziomymi

(¢) Obraz D,, — gradient pionowy ) Obraz z wykrytymi krawedziami pionowymi

Rysunek 3.4: Ilustracja wykrywania krawedzi w algorytmie Choi’a

3.7.2 Ocena szumu

”

Jako pierwszy krok wykrywania i oceny szumu wykonujemy wygtadzanie obrazka filtrem ,,box
o rozmiarze 3 X 3 o masce:

(3.21) M =

—_ = =
—_ = =
—_ = =

Na powstalym wyniku, podobnie jak w wypadku wykrywania krawedzi obliczamy gradient
poziomy i pionowy Dy, oraz D,,, a takze wartosci Srednie Dy i Dynm, prezentujemy
tu wzory dla kierunku poziomego, wzory dla kierunku pionowego, indeksowane przez v sg

analogiczne:
(323) Dhnm - .- W - )
i=17=1
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Nastepnie obliczamy mape pikseli kandydujgcych na szum oraz $rednig mapy szumu Ngp,:

(3.24)
NC(i’ j) = {

maa:(Dm(i,j),Dhn(i,j)) jezeli D;m(:n,y) < Dhnm(iaj) i Dvn(iaj) < Dynm
0 Wpp

LSy
(3.25) Nepp = ——— Nc(i,j)
H-W i=1j=1

Ostatecznie podejmowana jest decyzja czy dany piksel jest szumem. Tworzona jest mapa
szumu N (7, 7).
Ne(i, j)  jezeliNe(i, j) > Nem
0 wpp

(3.26) N(i,j) = {

Podobnie jak w wypadku rozmycia obliczane sa dwa wskazniki Ny, i N,:

Sumnoise
3.27 Ny = ————
( ) m Noiseent

Noisecnt
3.28 N, = ———
(3.28) " H-W

gdzie Noiseqy to ilosé pikseli szumu, a Sumpeise to suma N (i, 7).

3.7.3 Obliczenie wyniku

Wynik metryki otrzymuje sie poprzez wazenie wielkosci opisujacych rozmycie i szum w obrazie,
wagi sa rowne w; = 1.0, we = 0.95, w3 = 0.3 i wy = 0.75. Wagi zostaly dobrane poprzez
eksperymenty, wida¢ z nich, ze szum jest mniej wazny od nieostrosci obrazu w ocenie cztowieka:

(3.29) B =1— (w1 By, + we B, + w3N,, + wyN,)
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Rozdziat 4
Zdjecia

4.1 Wstep

Do testowania algorytméw potrzebne sg zdjecia, najlepiej zréznicowane pod wzgledem za-
wartosci — robione z réznych odlegloéci, réznej ilosci obiektéw na zdjeciu, ilosci planéw etc.
Zdjecia powinny rowniez zawieraé rézne bledy, ktére zdarzaja sie przy robieniu fotografii, aby
sprawdzi¢, czy metryka prawidtowo ocenia zdjecia poprawnie wykonane, jak i nieudane. Innym
dobrym pomystem jest wykorzystanie popularnych baz zdjeé, ktore sa wykorzystywane przez
autoréw prac traktujacych o jakosci obrazu. W ten sposéb mozemy poréwnaé nasze wyniki
z wynikami réznych autoréw na tych samych zdjeciach, co daje lepsze poréwnanie miedzy
algorytmami.

4.2 LIVE Database

Jedna z najbardziej znanych baz danych zdje¢, ktérych uzywa sie w testowaniu jakosci obrazdw
jest LIVE Database [12][13][141]. Wéréd zaimplementowanych algorytméw, tylko jeden nie byt
testowany przez autorow na tej bazie zdje¢. Baza sktada sie z 29 zdje¢, w rozdzielczosci do
768 x 512 pikseli. Kazde ze zdje¢ jest dostepne w wersji referencyjnej oraz kilku wersjach
znieksztalconych poprzez rézne algorytmy min: kompresje JPEG i JPEG2000, a takze szum,
rozmycie Gaussowskie. Jednak baza ma wiele wad, przez ktére uzywanie jej do testowania
algorytméw moze byé¢ niemiarodajne. W przypadku zadania postawionego w temacie pracy to
nie jest zbyt dobra baza. Wszystkie znieksztalcenia sg zrobione w sposéb syntetyczny, jednakowo
na catych obrazach. Takie rozwiazanie sprawdza si¢ w przypadku badania wpltywu kompresji
na jakos¢ obrazu, ale nie sa to btedy, ktére spotyka sie podczas robienia zdje¢ aparatem. W
naturalnych warunkach zaburzenia nie zawsze obejmuja cate zdjecie, np. nieostro$¢ na jednym
z planéw. W bagzie réwniez nie ma zdjeé zawierajacych bardziej naturalne bledy: poruszenia,
niedo$wietlenie, przeswietlenie, ustawienie ostroéci na niewlasciwy plan. Ponadto baza LIVE
zawiera zdjecia w niskiej rozdzielczosci (najlepsze maja 0.4 MPix, co w dzisiejszych czasach
nie mozna uznaé za miarodajne).
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Rysunek 4.1: Przyklady zdje¢ z bazy LIVE

4.3 Baza zdjec

W zwiazku z podanymi powyzej powodami, do badania algorytmow zostata stworzona baza
zdjeé zawierajaca zdjecia z réznymi typowymi bledami, ktére moga powstaé¢ podczas normal-
nego uzytkowania aparatu. WybraliSmy kilka zréznicowanych scen pod wzgledem zawartosci
zdjecia, skomplikowania planéw, odlegtosci od obiektywu. Baza zawiera 95 zdje¢ w rozdziel-
czosci 25MPix zgrupowanych w 8 scen oraz 14 zdje¢ w rozdzielczosci SMPix w dwéch scenach.
Kroétko oméwimy charakterystyke réznych scen. Wszystkie zdjecia zostaty zrobione bez uzycia
statywu, dlatego minimalnie réznia sie miedzy soba, co jest przypadkiem naturalnym, dodat-
kowo mozna byto zbada¢ jeden z najczesciej wystepujacych bledéw, czyli poruszenie aparatu
podczas robienia zdjecia.

4.3.1 Drzewa

Scena z duza glebia ostrosci, z duza iloscia drobnych szczegdléw (trawa, galezie). Wszystkie
obiekty maja podobna ostro$¢ na kazdym zdjeciu. W bazie jest 6 zdjeé tej sceny.
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Rysunek 4.2: Ujecia sceny ,,Drzewa”

4.3.2 Hiacynt

Zdjecie kwiatu z bliskiej odlegtosci jest to dosé trudne do oceny ujecie, gdyz ze wzgledu na
bliska odlegtos¢ do fotografowanego przedmiotu jest niewielka glebia ostrosci. W niektérych
zdjeciach ustawiono ostro$¢ na plan za obiektem, co powoduje duze trudnosci dla algorytmdw
z rozpoznaniem najlepszego ujecia. W bazie jest 12 zdje¢ tej sceny.

Rysunek 4.3: Ujecia sceny ,,Hiacynt”

4.3.3 Krzak

Zdjecie robione ze $redniej odleglosci (kilka metréw), jest na nim wiele drobnych szczegotéw
(liscie, galezie, trawa). W kazdym ujeciu pierwszy lub drugi plan jest co najmniej lekko nieostry,
co powoduje problem z automatycznym ocenieniem jakosci zdjecia. W bazie jest 15 zdje¢ w
tej scenie.
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Rysunek 4.4: Ujecia sceny , Krzak”

4.3.4 Krzak 2

Scena podobna do poprzedniej, ale dodano jeszcze jeden plan — cztowieka. W zwigzku z tym
jest to zdjecie, ktére sprawia algorytmom klopot, gdyz mata cze$é obrazu na zdjeciu udanym
jest ostra, reszta jest lekko lub bardziej nieostra. W bazie jest 12 zdjeé tej sceny.

Rysunek 4.5: Ujecia sceny ,Krzak 2”
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4.3.5 Kubek

Zdjecie podobnie jak ,Hiacynt” robione z bardzo malej odlegtosci, co skutkuje matg gtebia
ostrosci. W odréznieniu od tamtego nie ma ono szczegdétéw, po ktérych mozna rozpoznaé
dobre ujecie (powierzchnia obiektu jest biala). Jedyna pierwszoplanowa informacja jest kontur
obiektu. Zrobiono zdjecia z ostrym pierwszym, a takze drugim planem, ktéry ma wiecej
szczegolow, czego algorytmy nie potrafia odrézni¢. W bazie jest 12 zdjeé tej sceny.

e l

Rysunek 4.6: Ujecia sceny ,, Kubek”

4.3.6 Kwiaty

Zdjecie zrobione ze Sredniej odleglosci, na zdjeciu jest wiele szczegdtow, ale wszystkie sg na
jednym planie. W bazie jest 6 zdje¢ w tej scenie.

Rysunek 4.7: Ujecia sceny ,,Kwiaty”
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4.3.7 Odra

Obraz z duza glebia ostrosci o $redniej ilosci szczegdtow — na pierwszym planie trawa daje
duzo krawedzi. Wszystkie obiekty na zdjeciu sa jednakowo ostre, co czyni ujecie dosé¢ tatwym
dla algorytméw. W bazie jest 19 zdjec tej sceny.

Rysunek 4.8: Ujecia sceny ,,Odra”

4.3.8 Pokéj

Zdjecia robione w nizszej rozdzielczosci, cze$¢ jest zrobiona przy uzyciu lampy, a czesé bez —
te sa nieostre. W bazie sa 4 zdjecia tej sceny.

Rysunek 4.9: Ujecia sceny ,,Pokdj”
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4.3.9 Salon

Zdjecia podobnie jak scena ,,pokdj” byly zrobione gorszym sprzetem w nizszej rozdzielczodci
(5Mpix). Zdjecia réznia sie ustawieniem ostrosci i lampy. Warto, zauwazy¢, ze scena jest bardzo
prosta, ma mato obiektow, wiekszo$¢ krawedzi jest pionowa lub pozioma. Dodatkowo Srodek
obrazu jest pusty, wigckszo$¢ obiektow znajduje sie przy krawedziach zdjecia. W bazie jest 10
zdjel tej sceny.

Rysunek 4.10: Ujecia sceny ,,Salon”

4.3.10 Samochdd

Zdjecie zrobione z niewielkiej odleglosci (kilka metréw), na pierwszym planie jest samochdd,
ktéry nie posiada wielu szczegdtéw, drugi plan jest nieco bardziej skomplikowany. Zdjecia
gdzie drugi plan jest ostry, sa problematyczne dla algorytmoéw, gdyz ma on wiecej szczegdtow,
a pierwszy plan w takich przypadkach jest nieostry. W bazie jest 13 zdjec tej sceny.

Rysunek 4.11: Ujecia sceny ,,Samochdod”
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4.4 Ocena zdjec

Do oceny zdje¢ poproszono 9 oséb. Mialy one za zadanie oceni¢ kazde ze zdjeé¢ w skali od
jeden (bardzo dobre) do pie¢ (bardzo nieudane). Ocene przeprowadzono metoda pojedynczej
stymulacji: pokazywano jedno zdjecie na raz na czas maksymalnie 20 sekund, po czym
proszono o ocene. Nastepnie obliczono $rednia ocen zdjeé (metoda MOS — Mean Opinion
Score). Uszeregowano zdjecia wedlug $redniej ocen — byla to wzorcowa kolejnosé zdjeé wedlug
ocen respondentéw. Wszystkie osoby oceniajace zdjecia ogladaly je na tym samym monitorze —
LG FLATRON L225WT, przy podobnym oswietleniu pomieszczenia.
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Rozdziatl 5

Wyniki

5.1 Wprowadzenie

Wszystkie algorytmy wymienione w rozdziale trzecim zaimplementowano w jezyku C++. W
przypadku metryk JNB oraz CPBD zrobiliSmy to na podstawie znalezionej implementacji
autorow w MATLABie. Programy dzialaja zaréwno pod systemem Windows, jak i Linux.
Algorytmy testowano na komputerze z procesorem INTEL Core 2 Duo E8200 2.66 Ghz i 2GB
pamieci RAM.

Wyniki algorytmoéw poréwnywano z wczesniej obliczona kolejnoscia wzorcowa. Do oceny
jakoéci algorytmu uzyto dwoch metod: korelacji Pearsona oraz korelacji rang Spearmana. Sa
to najczesciej spotykane metody do oceny tego rodzaju algorytmow.

5.1.1 Korelacja Pearsona

Jest to najbardziej znana metoda obliczania korelacji zmiennych losowych.

(5.1) pXY =
oy oy

Gdzie cov(X,Y) to kowariancja zmiennych losowych X i Y, a ox, oy to odchylenia standardowe
zmiennych losowych X, Y. Dla proby losowej wzér wyglada nastepujaco:

(5.2) PXY = —F= =

Aby ulatwi¢ czytanie wynikéw algorytmoéw, zmieniliSmy znak wynikéw w przypadkach,
kiedy wyzsza ocena algorytmu oznacza lepszg jako$é¢. W przeciwnym razie czeS¢ wynikoéw
bytaby ze znakiem ujemnym oznaczajacym dobra korelacje, a cze$¢ z dodatnim. We wszystkich
przypadkach wyzsza korelacja oznacza lepszy wynik.

5.1.2 Korelacja rang Spearmana

Jest to tak zwana korelacja rang, nie poréwnujemy w niej wartoéci zmiennych losowych X oraz
Y ale kolejnosé, ktéra jest ustalona przez wartosci X; oraz Y;. Najpierw ustalamy kolejnosé
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rang: najlepsza obserwacja dostaje range 1, kolejna 2, ostatnia dostaje range n. Nastepnie
ustalamy warto$¢ wspotczynnika korelacji ze wzoru:

63 &2
=1

(5.3) pzl—m

5.1.3 Kolejnosé wzorcowa

Dla kazdego zdjecia ¢ obliczona $rednia jego ocen a;. W przypadku korelacji Persona te wartosci
a; postawiamy jako watosci zmienniej losowej X. W przypadku korelacji rang Spearmana na
podstawie érednich a; obliczamy rangi, ktére stuza nam jako watosci zmiennej losowej X.

Gdzie d; oznacza réznice miedzy rangami zmiennych losowych X i Y, dla préby losowej o
numerze %.

5.2 Oceny

Korelacja zmiennych losowych jest liczba z zakresu [—1, 1]. Wartosci ujemne oznaczaja korelacje
wsteczna. Wyniki ujemne w naszych testach uznajemy za bardzo zle, algorytm ktory uzyskuje
takie wyniki w jakiejkolwiek scenie nie moze by¢ uznany za dobry. Wartosci korelacji miecy
0 a 0.5 uznajemy za wynik staby, ktéry niewiele méwi o pozadanej przez nas kolejnosci
wynikéw. Wyniki z przedziatu 0.5 - 0.8 uznajemy za wyniki $rednie, ktére pokazuja mniej
wiecej oczekiwang kolejnosé, ale posiada bledy. Wyniki powyzej 0.8 uznajemy za dobre, ktére
z niewielkimi btedami pokazuja wladciwa kolejosé.

5.3 Marziliano

Pearson |
: Spearman I

TERS = |
a6 F : |
0.4 | -
ok |

02 .

0.4 1 1 1 1 1 1 1 1 1 1 1
Drzewsa Hiacynt  Krzak  Krzak 2 Kubek  Kwiaty Odra Pokaj Salon  Samachdd Srednia

Tablica 5.1: Wyniki korelacji dla algorytmu Marziliano
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Metryka sprawdzata sie na dosé¢ prostych scenach: ,,Drzewa”, ,Kwiaty”, ,,Pok6j”, takze ,Odra”,
ale juz zdecydowanie nie radzita sobie z bardziej skomplikowanymi: ,,Hiacynt”, ,Kubek” gdzie
zdjecia byty robione z bliskiej odlegtosci, a takze w scenach gdzie jest wiele planéw. Nieco
zaskakujaca jest niska ocena w scenie ,,Salon”, gdzie nie ma wielu planéw, a rozmycie powinno
by¢ tatwo wykrywalne.

5.4 JNB
- =
'Iijifrlljli

Drzews Hiacynt  Krzak  Krzak 2 Kubek Kiaty Odra Poko] Salon  Sarmaochdd Srednia

Tablica 5.2: Wyniki korelacji dla algorytmu JNB
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5.5 CPBD

T
H F'earson I

| Spearman N

]
06 —
0.4 g
| I ' . l
| J |

R O ORI SR e

-0.4 1 1 1 1 1 1 1 1 1 1 1
Drzewa Hiacynt  Krzak  Krzak 2 Kubek Kuiaty COdra Pokaj Salon  Samaochéd Srednia

Tablica 5.3: Wyniki korelacji dla algorytmu CPBD

Jest to metoda bedaca ulepszeniem JNB. Niestety w przypadku zdje¢ z bazy wynik korelacji
Pearsona jest niewiele lepszy, a Spearmana nawet stabszy. Algorytm, podobnie jak poprzednik,
radzi sobie ze scenami gdzie nie ma kilku planéw.
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5.6 Tong

1 T T T T
Pearsor
Spearman I

0.8+ E |
06 E
0.4 E
0.2+ ' |

oF |

S S S D TS SO SOV SRS SO SO S

06 1 1 1 I 1 1 1 I 1 1
Drzewa Hiacynt Krzak Krzak 2 Kubek Kwiaty Cdra Paokaj Salon  Samochad  Srednia

Tablica 5.4: Wyniki korelacji dla algorytmu Tonga

Algorytm daje znacznie lepsze wyniki od poprzednich: radzi sobie z latwymi scenami, jak i z
trudniejszymi: w scenach ,Hiacynt”, ,Krzak” czy ,,Samoch6d” dawal znacznie lepsze wyniki
niz poprzednie algorytmy, ale nadal nie mozna ich uznaé¢ za dobre. Z drugiej strony bardzo zla
jest korelacja w scenie Kubek, gdzie poprzednie algorytmy dawaly nieco lepsze wyniki, ale
rowniez stabe.
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5.7 Kerough

1 T
Pearson I
Spearman I

0.8+ e E o
06 o
0.4 E

oF |

oz ko Lo b R T P R e Lt o

04 1 1 1 I 1 1 1 1 I 1 1
Drzewa Hiacynt Krzak Krzak 2 Kubek Kwiaty Cdra Paokaj Salon  Samochad  Srednia

Tablica 5.5: Wyniki korelacji dla algorytmu Kerougha

Metoda powstata przez ulepszenie poprzedniego algorytmu. Niestety wyniku sa nieco gorsze
od oryginalnej metryki. Jednak wartym zauwazenia jest fakt, ze algorytm dawal lepsze oceny
na scenach , Krzak”.
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5.8 Choi

1 T T T T T T T T T
. : : : : : : : Pearsor HEEEE
: : : . Spearman HHEEE
og koo - - I O R SO
0.2 1 1 1 | 1 1 1 1 | 1 1
Drzewa Hiacynt Krzak Krzak 2 Kubek Kwiaty Odra Pokaj Salon  Samochdd  Srednia

Tablica 5.6: Wyniki korelacji dla algorytmu Choi

Ten algorytm dawal najlepsze wyniki ze wszystkich w tym rozdziale. Algorytm nie poradzit
sobie z wladciwa oceng trudnej sceny: ,Kubek”, wyniki dla scen ,,Krzak 2”7 i |Hiacynt” sa
lepsze niz w poprzednich algorytmach, ale nadal niezbyt dobre. Metoda dziala zadowalajaco w
pozostatych przypadkach.
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Rozdziat 6

Ulepszenia i propozycje algorytmoéow

6.1 Podzial obrazu

W algorytmach oceniajacych jako$¢ obrazu wszystkie traktuja cate zdjecie w taki sam sposéb.
W wiekszosci praktycznych zastosowan obiekty bedace blisko krawedzi obrazu maja mniejsze
znaczenie niz te w srodku. Ostroéé jest przewaznie ustawiona na srodek obrazu lub na jakies
wazny obiekt — jedna z zasad fotografii méwi, ze wazne obiekty powinny by¢ w 1/3 wysokosci i
szerokosci zdjecia. Poniewaz czesci obrazu bedace blisko krawedzi sa mniej wazne, to mozna je
ocenia¢ z mniejsza waga. W tym celu zdjecia dzielono na 64 czesci (8 x 8), w kazdej obliczano
wartos¢ metryki dla kazdej z czesci, a nastepnie obliczano ostateczna ocene, sumujac wyniki i
wazac je.

Algorytmy uzywajace algorytmu wykrywania krawedzi Cannego byly zmodyfikowane
w taki sposéb, zeby najpierw wykrywaly krawedzie, a potem dzielono wynikowy obraz z
krawedziami na fragmenty i za jego pomoca obliczano warto$¢ metryki. Wykrywanie krawedzi
w podzielonym obrazie mogloby drastycznie wpltynaé¢ na wynik, jako ze progi algorytmu sa
obliczane na podstawie histogramu operatora Sobela. Zdjecie po podzieleniu lokalnie moze mieé¢
zupelnie inny histogram niz globalnie. W pozostalych przypadkach nie stosowano modyfikacji.

Na rysunku 6.1 widzimy podzial zdjecia na obszary. Obszar A w srodku zdjecia skladajacy
sie z 16 fragmentéw, ktére jest sumowany z wagag 0.6. Obszarowi C przy krawedzi (28 frag-
mentoéw, strefa zewnetrzna) nadano wage 0.1, a obszarowi B pomiedzy nimi (20 fragmentow,
strefa rodkowa) wage 0.3.

(6.1) Ba= Y F(L)

JEA

(6.2) By =Y F(I))

jEB

(6.3) Bo =Y F(I))

jec
(6.4) B =0.6B4 +0.3Bg + 0.1B¢
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Rysunek 6.1: Tlustracja podziatu obrazka na strefy wewnetrzna (A), srodkowa (B) i zewnetrzna
(©).

W dwéch przypadkach zastosowanie tej metody dalo pozytywne rezultaty: w przypadku
algorytméw Marziliano oraz Tonga. W przypadku pozostatych algorytméw $rednia ocena nie
zmienita sie lub pogorszyta. W zmodyfikowanym algorytmie Marziliano poprawa w stosunku do
oryginalnej metody nastapita w wigkszosci scen, oprocz sceny ,,Salon”; gdzie obszar posrodku
zdjecia jest pusty, natomiast wiekszos¢ obiektéw znajduje sie przy krawedziach obrazu. Nie
jest to metoda, ktéra mozna stosowaé zawsze, cho¢ w przypadku wiekszosci zdje¢ powinna sie
sprawdzi¢, ale poprawa wynikow jest niewielka.

Pearscln I

Spearman I
08k . -
0.4 B
0.2 r .

or .

-0.2 1 ' O SRS S

04 i i i i
Drzewa Hiacynt Krzak Krzak 2 Kubek Kwiaty Cdra Pokaj Salon Samochdd  Srednia

Tablica 6.1: Wyniki korelacji dla algorytmu Marziliano z podziatem zdjecia
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B J _
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06 1 1 1 I 1 1 1 1 I 1 1
Drzewa  Hiacynt Krzak Krzak 2 Kubek Kwiaty Odra Pokdj Salon  Samochod  Srednia

Tablica 6.2: Wyniki korelacji dla algorymu Tonga z podziatem zdjecia

W przypadku algorytmu Tonga wida¢ poprawe w przypadku prawie wszystkich scen z
wyjatkiem sceny ,,Krzak 2” gdzie nastapilo znaczne pogorszenie wyniku, oraz sceny ,, Kubek”
gdzie wynik jest tak samo zly, w obu przypadkach algorytm zupelnie zawiédl w tej scenie.

6.2 Dlugosé krawedzi

Wiele z cytowanych prac w ocenie ostrosci zdjecia wykorzystuje badanie posrednie([5][6]) lub
bezposrednie([2], [3], [1]) szerokoSci krawedzi. Do badania ostrosci tej samej sceny mozna wy-
korzysta¢ rowniez dtugos¢ wykrytych krawedzi na zdjeciu. Im dtuzsze sa kawatki, tym bardziej
zdjecie jest ostre. Niestety ta metoda nadaje sie tylko do poréwnywania zdjeé¢ tego samego
obiektu, gdyz dlugoéé¢ krawedzi moze byé zupelnie rézna w zaleznosci od fotografowanego
obiektu. Z drugiej strony algorytm ten posérednio wykorzystuje zalozenie o tym ze zdjecia
przedstawiaja te same obiekty.
Na postawie tej wlasnosci skonstruowaliSmy nastepujacy algorytm:

1. Dokonaj detekcji krawedzi w obrazie.
2. Policz dtugosé kazdej krawedzi.
3. Oblicz srednia dlugosé krawedzi.

Na obrazie I wykrywamy krawedzie algorytmem Cannego: C' = Canny(I). Nastepnie
znajdujemy na obrazie zapalone piksele oznaczajace wystapienie krawedzi. Od takiego piksela
zaczynamy przeszukiwanie wszerz (BFS), aby znalezé dlugosé krawedzi e;. W tej procedurze
sprawdzamy wszystkie sasiednie piksele (takze diagonalne) i jezeli byly nieodwiedzone to
dodajemy je do kolejki przeszukiwania, nie zajmujemy sie¢ kierunkiem krawedzi. Otrzymujemy
dlugosé i—tej krawedzi i oznaczmy ja przez l;. Im wieksza jest policzona sSrednia z dtugoéci
wszystkich krawedzi, tym lepsza jest ostro$¢ zdjecia.
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(6.5) B=""

Wykonano tez obliczenia dla wariantu tej metody z podzialem zdjecia na fragmenty oraz
z uzyciem dwoch wersji algorytmu wykrywania krawedzi Cannego z podwdjnym progiem,
jak i pojedynczym progiem. Wyniki algorytmu sa w wigkszosci lepsze od zaproponowanych
metryk z rozdziatu trzeciego. Dzieki wykorzystaniu zalozenia o sekwencji zdje¢ w bardzo prosty
sposob udato sie skonstruowaé¢ metode bardzo prosta i czesto znacznie lepsza, niz bardziej
zaawansowane algorytmy, ktére nie przyjmowaty zadnych zatozen.

1 T T T T T
j j j H Pearson |
: Spearman I
D.B - . . . . -
06
04
Dlz i
ok i

0.2 I I 1 I I I I I I I I
Drzewa  Hiacynt Krzak Krzak 2 Kubek Kuwriaty Odra Pokadj Salon  Samochdd  Srednia

Tablica 6.3: Wyniki korelacji dla metody dtugosci krawedzi

39



Spearman

1 T T T T ! !
: : : : Pearson
0.8 - (R o .; R
06
0.4
0.2
0r _

02 I I 1 I I I I I I I I
Drzewa  Hiacynt Krzak Krzak 2 Kubek Kwviaty Odra Pokdj Salon  Samochdd  Srednia

Tablica 6.4: Wyniki korelacji dla metody diugosci krawedzi z podziatem zdjecia

Ta metoda daje lepsze wyniki od poprzednich, w scenach gdzie nie ma wielu planéw i
jednoczednie wszystko moze byc’ ostre, wyniki sa lepsze niz w poprzednio opisanych algorytmach.
Nadal w scenach ,Krzak 2” i ,Kubek wyniki sa btedne. Po podziale obrazka w wigkszoéci
scen wyniki sie lekko poprawity, jedynie w scenie ,Salon” sa wyraznie gorsze, nalezy jednak
zauwazy¢, ze na tym zdjeciu wiekszosé obiektéw jest przy krawedzi zdjecia, a $rodek jest pusty.

6.3 Uwzglednianie histogramu zdjecia

Wiele z powyzszych algorytmow dobrze radzi sobie z rozpoznawaniem ostrych zdjeé, ale te mimo
to nie sg zbyt dobre. Algorytmy te nie uwzgledniaja ogdlnej jasnosci obrazu, jako dobre uznaja
zdjecia niedoswietlone lub przeswietlone. Aby temu przeciwdzialaé¢, mozna do metryki dodaé
uwzglednianie histogramu zdjecia, preferujac zréwnowazony. W kilku algorytmach dodaliémy
takie ocenianie, co zauwazalnie poprawialo wyniki algorytméw. Dla kazdego zdjecia w serii
(wlasciwie komponentu jasnosci) obliczano jego histogram, dzielac go na 16 kubetkéw, w kazdym
znajdowaly sie wartoéci z przedzialu [164,16:¢ + 15] ¢ = (0,1,...,15). Nastepnie obliczano
jego kwadrat odleglosci Qi od histogramu wzorcowego — wyréwnanego. Histogram wyréwnany
to taki, ktéry w kazdym kubelku wz(7) ma tyle samo pikseli wz(0) = wz(1) = --- = wz(15).
Q@ oblicza sie nastepujacym wzorem:

15 st () —wz(i 2
(6.6) Q= 3 (Meetlize=t)

1=0

Gdzie hist(i) to iloé¢ pikseli w i-tym kubelku histogramu, a k oznacza numer zdjecia w
danej serii. Nastepnie normalizujemy wszystkie wzgledem najmniejszego wyniku i bierzemy
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odwrotno$¢ dla mniejszej odlegtosci otrzymaé wickszy wynik:

_ min(Q1,Q2, ..., Qn)
Qk

Jezeli ocena histogramu byta uwzgledniana w obliczeniach jej byte testowana w przedziale
0.2 — 0.25 od catego wyniku. Ostatecznie zdecydowaliSmy sie na uzycie wartosci 0.25 we
wszystkich algorytmach zaprezentowanych w pracy.

(6.7) H,

1 T T T T T T T T T T
: : : : : : H : : Pearson I
. Spearman

0g -

07k

06 oo

0s k-

04k

02k

01
Drzewa  Hiacynt Krzak Krzak 2 Kubek Kwviaty Odra Pokdj Salon  Samochdd  Srednia

Tablica 6.5: Wyniki korelacji dla metody dlugosci krawedzi z uwzglednieniem histogramu

Poprzednia metoda (dlugosci krawedzi, sekcja 6.2, tablica 6.3) wybierata ostre zdjecia,
ale czesto Zle oceniala zdjecia prze$wietlone lub niedoswietlone. Ocena histogramu pozwolita
wyeliminowaé¢ w wigkszosci te bledy i obnizy¢ wartosé¢ oceny, gdzie histogram byl niezbalanso-
wany. Dodanie podziatu zdjecia ogdélnie nie zmienia Srednich wynikéw, ale ocena jest lepsza w
przypadku sceny ,Kubek”, a gorsza w przypadku serii zdje¢ ,Salon”. Warto zauwazy¢, ze jest
to pierwsza metoda, ktora wtasciwie ocenita scene ,,Kubek”.
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Tablica 6.6: Wyniki korelacji dla metody dtugosci krawedzi z podziatem zdjecia i uwzglednieniem
histogramu

6.4 Pojedynczy prog

W algorytmie wykrywania krawedzi Cannego, ktéry jest czeScig wielu algorytmow, uzywany
jest tak zwany podwdjny prég (double thresholding). Aby piksel zostal zaliczony do krawedzi,
musi mie¢ warto$¢ powyzej gornego progu lub powyzej dolnego, ale wtedy musi mie¢ w
sasiedztwie piksel zaliczony do krawedzi. Powoduje to, ze krawedzie sa mniej ,,porwane” i
lepiej widaé ksztalt calego obiektu. Wytaczenie dolnego progu powoduje, ze krawedzie sa
krétsze, ale czesé pikseli z lekko rozmytych krawedzi nie jest juz do nich zaliczana. Przez to
tatwiej odroznié ostre zdjecie od lekko nieostrego. ObliczyliSmy metode ditugosci krawedzi
bez uwzglednienia histogramu, jak i z jego uwzglednieniem przy uzyciu wykrywacza krawedzi
Cannego z pojedynczym progiem.

W poréwnaniu do metody dlugosci krawedzi z uzyciem podwéjnego progu (sekcja 6.2,
tablica 6.3) wyniki sa zauwazalnie lepsze. Poprawily si¢ znacznie oceny scen ,Kubek” oraz
»3amochdd”. W dalszym ciggu stabe wyniki otrzymano w przypadku sceny ,,Krzak 27
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Tablica 6.7: Wyniki korelacji dla metody dtugosci krawedzi z pojedynczym progiem
1 T T T T T T T T T T T
: H Pearson I
: . Spearman D

0.45
Drzewa  Hiacynt Krzak Krzak 2 Kubek Koy iaty Odra Pokaj Salon  Samochéd  Srednia

Tablica 6.8: Wyniki korelacji dla metody dlugosci krawedzi z pojedynczym progiem i uwzgled-
nieniem histogramu

Metoda diugosci krawedzi z pojedynczym progiem i uwzglednieniem histogramu lekko
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poprawita srednie wyniki. Duze zmiany sg widoczne w trudnych scenach jak ,Krzak” ,Krzak
2”7 oraz ,,Kwiaty”. W innej trudnej scenie ,,Samoch6d” ocena pozostala prawie bez zmian. W
pewnych przypadkach (np. ,Salon”) ocena si¢ pogorszyla. Daje to algorytm dajacy do$é dobre
wyniki.

6.5 Metoda histogramu gradientu

Innym pomystem na rozpoznanie zdje¢ ostrych jest wykorzystanie histogramu gradientu obrazu,
ktory jest przyblizony za pomoca operatora Sobela. Spodziewamy sie, ze w ostrym obrazie
bedzie wiecej pikseli o duzej wartosci niz w zdjeciu nieostrym — tam krawedzie sa rozmazane,
szersze, a zatem pochodna nie osigga duzych wartosci. Na podstawie tych obserwacji i zalozen
skonstruowaliémy nastepujacy algorytm:

1. Oblicz operator Sobela w obrazie.

2. Oblicz histogram operatora.

3. Podziel histogram na kubetki.

4. Przemnéz ilosé¢ pikseli w kazdym kubetku przez odpowiednia wage.

5. Zsumuj wartosci uzyskane dla kazdego kubetka.

Wartoéci gradientu wigksze niz 255 zastepowaliSmy wartodcia 255, aby miescity sie w
bajtowej zmiennej oraz ze wzgledu na wygode obliczen, takich wartosci bylo bardzo malo.
W algorytmie histogram dzieliliSmy na 16 réwnych kubetkow, w kazdym byly wartosci z
zakresu [167,16i + 15] i = (0,1,...,15). Pierwsze dwa kubelki byly pomijane ze wzgledu
na niewielkie wartoéci i wynikajaca z tego male zmiany w obrazie, ktére nie sa istotne dla
cztowieka. Wagami dla poszczegdlnych kubetkéw h; byly kolejne wyrazy funkcji wyktadniczej.
Przetestowalismy algorytm dla podstawy 2 i 3. Warto$¢ metryki mozemy opisaé wzorem:

16
(6.8) B=Y W(hy)x2?
=2

gdzie h; oznacza ity kubelek, a W (h;) ilo$¢ pikseli w i—tym kubelku.

Wyniki obu wariantéw tej metody widzimy w tabelach 6.9 oraz 6.10. Sa one do siebie
zblizone, ale metoda z podstawg 2 jest minimalnie lepsza w $rednim przypadku. Obydwa
warianty dobrze ocenialy sceny, gdzie nie byto wieku planéw jak na przykltad: ,Drzewa”,
»,Pokdj”, Salon”, Kwiaty”. Warto zwréci¢ uwage na dobra ocene sceny ,,Samochdod”. Stabe
wyniki otrzymano w przypadku scen trudnych jak: ,Hiacynt”, ,Krzak 2”7 czy ,,Kubek”.
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Tablica 6.9: Wyniki korelacji dla metody histogramu gradientu z podstawa funkcji oceny 2
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Tablica 6.10: Wyniki korelacji dla metody histogramu gradientu z podstawa funkcji oceny 3
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6.6 Metoda wybierajagce wazne rejony

Algorytmy oparte na histogramie gradientu (sekcja 6.5) osiagaja catkiem dobre wyniki w
scenach o duzej glebi ostrosci, gdzie wszystko jest jednakowo ostre lub nieostre, nie ma duzej
ilosci planéw. Jednak w kilku scenach z bazy testowej (Hiacynt, Krzak 2, Kubek, Samochéd)
sa ujecia réznych planéw, najczesciej ktorys z nich jest nieostry. Réwniez plan, na ktéorym nam
najbardziej zalezy — wlasciwy jest czesto nieostry lub zajmuje niewielka cze$é zdjecia. W
takich wypadkach ocena przez powyzsze metryki jest bledna, gdyz najczesciej wybieraja one
zdjecia, gdzie drugi lub trzeci plan jest ostry. Metryki te nie wykorzystuja takze w bezposredni
sposéb zalozenia, o tym, ze na wszystkich zdjeciach z sekwencji jest ten sam obiekt. Algorytmy
te réwniez oceniaja cale zdjecie jednakowo.

Poniewaz czesto tylko na czesci zdjecia sa wazne obiekty, to mozna nie ocenia¢ calego
zdjecia, ale tylko fragmenty. Pozostaje sformutowaé kryterium, na podstawie ktérego mozna
sadzié¢, ze dany rejon jest wazny. Mozna wysunaé przypuszczenie, wedtug ktérego, jezeli dany
rejon czesto pojawia sie jako ostry, to jest to wazny obszar na zdjeciu. Do oceny ostrosci
waznych fragmentéw zdjecia wykorzystaliémy dwie metody.

6.6.1 Wybér waznych fragmentéw na podstawie metody histogramu gra-
dientu

Jako wazne rejony zdjecia mozna uznaé te, ktére maja najlepszy histogram gradientu w mysl
metryki z podrozdziatu 6.6. Algorytm prezentuje sie nastepujaco:

1. Oblicz operator Sobela dla zdjecia.

2. Podziel obraz po nalozeniu operatora na fragmenty.

3. Dla kazdego fragmentu oblicz metryke histogramu gradientu.
4. Wybierz najlepsze rejony.

5. Zsumuj wartosci metryki histogramu dla najlepszych rejonéw.

Obraz S = Sobel(I), w naszej implementacji, jest dzielony na 64 (8 x 8) czesci, jest to
wartosé, ktéra powoduje, ze rzadko zdarzajg sie sytuacje, w ktérych jedna czesé fragmentu
jest ostra na jednym zdjeciu, a przeciwnie na innym. Dla kazdego fragmentu S; obliczamy
metryke histogramu gradientu z rozdzialu 6.3, wynik dla kazdego fragmentu oznaczamy przez
B;. Dla kazdego zdjecia tworzymy ranking, w ktérym fragmenty sg posortowane wzgledem ich
ocen B;, najlepszy fragment dostaje numer 1, kolejny 2, etc. Nastepnie dla kazdego fragmentu
Si(i = 0,1,...,64) obliczamy, na jakiej $redniej pozycji znajdowal sie w rankingach. W
naszej implementacji wybieramy ¢ = 16 najlepszych rejonéw, zbiér najlepszych fragmentéow
oznaczmy przez W. Jest to 25% powierzchni catego zdjecia, jezeli jaki$ obiekt na zdjeciu jest
ustawiona ostros¢, a reszta zdjecia jest nieostra, to 25% jest wystarczajaca czescia, aby wykryé
wazny obiekt, ale jednocze$nie nie uznaé za istotne nieostrych fragmentow zdjecia. Dla tych ¢
najlepszych rejonéw sumujemy ich wartoéci B; i sume tych liczb uznajemy za wynik. Nalezy
pamietac¢, ze ta ocena istnieje w odniesieniu do tej konkretnej sekwencji zdje¢ i poza nia nie
moéwi wiele o zdjeciu.
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Tablica 6.11: Wyniki korelacji dla metody opisanej w rozdziale 6.6.1

Metoda nie poradziata sobie z wlasciwa ocena zdjeé, gdzie wyraznie byly rézne plany:
H,2Hiacynt”,  Krzak 2” oraz ,Kubek”j Ocena sceny , Krzak” jest nie jest bardzo zta, ale daleko
jej do oceny dobrej. W zwiazku z tym nalezato szukaé innej metody z wyborem waznych
rejonow.

6.6.2 Wybér waznych fragmentéw na podstawie metody mieszanej

Poniewaz metoda z sekcji 6.6.1 miata wady, gdyz wybierata zdjecia, ktére byly nieostre,
zwlaszcza w scenach gdzie bylo wiele plandéw, nalezalo wprowadzi¢ do niej poprawke. Kroki 1 —
4 pozostaja takie same jak w poprzednim algorytmie (podrozdzial 6.6.1, metoda z podstawa
2), ale zmieniamy algorytm w punkcie 5. Oprécz metryki histogramu gradientu, dla kazdej
czesci zdjecia, obliczamy takze metryke dlugosci krawedzi (metoda opisana w rozdziale 6.2),
wyniki te oznaczmy przez L;. Sumujemy wartosci L; z fragmentéw, ktore nalezg do zbioru W
zamiast uzywaé wartoéci B; jak w podrozdziale 6.6.1.
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Tablica 6.12: Wyniki korelacji dla metody opisanej w rozdziale 6.6.2

6.6.3 Wybér waznych fragmenté6w na podstawie metody dtugosci krawedzi

Kolejnym ulepszeniem poprzedniej metody bylo wykorzystanie metryki ditugosci krawedzi w
obu czesciach algorytmu. W tej metodzie uzyliémy sredniej dlugosci krawedzi do wyznaczenia
rejonéw, ktére zostaly uznane za najbardziej istotne (zbiér W). Punkt piaty algorytmu
pozostaje taki sam jak w sekcji 6.6.2. Dodatkowo, aby zniwelowa¢ szum i nieistotne fragmenty
zdjecia dodalidémy prég th = 6 — oznacza to, ze krawedzie krotsze niz 6 pikseli sa uznawane za
nieistotne i pomijane w obliczaniu $redniej dtugosci krawedzi.

Ponizej zamieszczamy kilka przyktadéw (rysunki 6.2 —6.5), jak obydwie metody (histogramu
gradientu i dlugosci krawedzi) wyznaczania istotnych obszaréw na zdjeciu zadzialaly na
zdjeciach z naszej bazy. Rejony uznane za wazne sa jasniejsze.
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(a) Metoda histogramu gradientu (b) Metoda dlugosci krawedzi

Rysunek 6.2: Wazne rejony scena ,,Drzewa”

(a) Metoda histogramu gradientu (b) Metoda dlugosci krawedzi

Rysunek 6.3: Wazne rejony scena ,,Hiacynt”
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(a) Metoda histogramu gradientu (b) Metoda dlugosci krawedzi

Rysunek 6.4: Wazne rejony scena ,,Krzak”

(a) Metoda histogramu gradientu (b) Metoda dlugosci krawedzi

Rysunek 6.5: Wazne rejony scena ,,Salon”

Na zdjeciach widaé, ze metoda dlugosci krawedzi lepiej radzila sobie z wyborem wlasciwych
obszaréw. Na przyktad w scenie ,,Krzak” metoda wybrata spojny obszar, na ktérym faktycznie
znajduje sie pozadany obiekt. Réwniez lepiej wybrala obszar, na ktérym znajduje sie¢ kwiat w
scenie "Hiacynt”. W scenie ,,Salon” mniej jest wybranych obszaréw pustych, na ktérych nie
ma zadnych detali.

Jest to najlepsza metoda, ktora udato sie uzyskac, dajaca dobre wyniki w przypadku prawie
wszystkich scen, z wyjatkiem ,Kubek” i ,Krzak 27, ale nawet tam wyniki sa powyzej 0.5, co
jest znacznym postepem w poréwnaniu do innych algorytmoéw. Ta metoda doéé¢ dobrze radzi
sobie z rozpoznaniem co jest wazne na zdjeciu, pod warunkiem, ze jest odpowiednia liczba
zdje¢, ktére nie sa zepsute. Z serii catkiem nieudanych zdjeé nie da sie¢ rozpoznac istotnych dla
zdjecia obszaréw. Kiedy w serii przewazaja zdjecia by¢ moze nie idealne, ale takie, w ktorych
ostrosé jest ustawiona na pozadany obiekt, to metoda zadziala. W tym przypadku odrzucita
zdjecia z serii ,Hiacynt” i ,Kubek”, ktére mialy ustawiona ostros¢ na drugi plan, podobnie w
scenie ,,Samochd6d”.
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Tablica 6.13: Wyniki korelacji dla metody wybierajacej wazne rejony wedlug dtugosci krawedzi
z sekcji 6.6.3

Metoda oceniajaca takze histogram (tablica 6.14) dala lepsze wyniki, gdyz gorzej ocenila
zdjecia wprawdzie ostre, ale zbyt jasne lub ciemne. Dzigki temu znacznie poprawila sie¢ ocena
w serii ,,Krzak 2” i mniej wyraznie w scenach ,,Samochod”, ,Kwiaty”, a takze ,Hiacynt”. W
przypadku tych metod przetestowaliSmy je takze na bazie zdje¢ LIVE, jednak obliczajac tylko
korelacje rang Spearmana ze wzgledu na brak odpowiednich danych. Oceny byty przeprowa-
dzone dla znieksztalcen obrazu poprzez rozmycie go filtrem Gaussa, jak i kompresja JPEG
2000.

Ponizej znajduje sie wykres zbiorczy (tablica 6.17), na ktérym sa pokazane $rednie wyniki
dla wszystkich zaprezentowanych metod. Algorytmy zaprezentowane w rozdziale széstym sa
ponumerowane liczbami od 1 do 16, oto oznaczenia wszystkich metod:

1. Metoda diugosci krawedzi (rozdzial 6.2)
3. Metoda dlugosci krawedzi z uwzglednieniem histogramu (rozdzial 6.3)
6. Metoda dlugosci krawedzi z pojedynczym progiem
8. Metoda dtugosci krawedzi z pojedynczym progiem i uwzglednieniem histogramu
9. Metoda histogramu gradientu, podstawa 2 (rozdzial 6.5)
10. Metoda histogramu gradientu, podstawa 3 (rozdzial 6.5)
11. Metoda wybierajaca wazne rejony na podstawie histogramu gradientu (rozdzial 6.6.1)
12. Metoda wybierajaca wazne rejony mieszana (rozdzial 6.6.2)
15. Metoda wybierajaca wazne rejony dlugosci krawedzi (rozdzial 6.6.3)

16. Metoda wybierajaca wazne rejony dlugosci krawedzi z uwzglednieniem histogramu
(rozdzial 6.6.3)
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Tablica 6.14: Wyniki korelacji dla metody wybierajacej wazne rejony wedtug dtugosci krawedzi
z sekcji 6.6.3 z uwzglednieniem histogramu
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Tablica 6.15: Wyniki korelacji dla metody wybierajacej wazne rejony z sekcji 6.6.3 na bazie

LIVE
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Tablica 6.16: Wyniki korelacji dla metody wybierajacej wazne rejony z sekcji 6.6.3 z uwzgled-

nieniem histogramu na bazie LIVE
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Rozdziat 7

Whnioski

W pracy przedstawilidmy szereg metod oceny jakosci obrazu, z gtéwnym uwzglednieniem
ostrosci, jak i kilka ulepszen i modyfikacji tych metod, jak i zupelnie inne algorytmy. Algo-
rytmy stuzace do oceny jakosci zdjeé¢ czesto nie radza sobie z wlasciwa oceng scen bardziej
skomplikowanych, gdzie jest wiele planéw, réznie ustawiona ostrosé, réozny poziom oswietlenia.
PokazaliSmy poprzez testy, ze wiele popularnych i uznanych algorytméw nie ocenia zdje¢ w
sposob zgodny w z oceng zdje¢ przez ludzi. Gdy mamy wybraé¢ najlepsze zdjecie z serii zdjeé
tego samego obiektu, mozemy uzy¢ szerszej gamy technik, niz w zwyklej wersji tego problemu.
Poprzez uzycie takich metod najpierw udalo nam sie skonstruowac¢ algorytm, ktéry mimo
swojej prostoty dziatal dosé dobrze w poréwnaniu do znacznie bardziej skomplikowanych
algorytméw, ktore nie wykorzystywaly zalozenia o podobienstwie zdje¢. Nastepnie przedsta-
wiliSmy kilka pomystéw jak jeszcze mozna ten algorytm ulepszy¢. Poprzez kolejne poprawki,
uzyskaliSmy algorytm, ktéry rzeczywiscie wykrywal elementy istotne na zdjeciu, przez co
radzit sobie dobrze niemal we wszystkich przypadkach.

W pracy wykorzystaliémy do testowania zaréwno popularne zdjecia uzywane w wielu
badaniach, jak i wlasne, ktore bardziej odpowiadajg rzeczywistemu robieniu zdje¢ oraz rézno-
rodnosci i lepiej testuja jako$é dzialania algorytmu.

Algorytmy przedstawione w pracy mozna dalej ulepszaé aby dzialaly jeszcze lepiej, mozna
zmieni¢ metode wykrywania waznych rejonéw na taka, ktéra nie musiataby korzystaé z
zalozenia o duzym podobienstwie obiektow w scenie. Mozna uzy¢ takiej metody jak korelacja
krzyzowa do ,kalibracji” zdje¢, co dawaloby lepsze wykrywanie istotnych obiektéw. Innym
pomystem na rozwijanie algorytméw jest powiekszenie puli kryteriéw, na podstawie ktorych
okredla sie jako$¢ obrazu.
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Dodatek A

Programy

W ramach pracy powstaly implementacje wszystkich wymienionych w niej programéw. Wszyst-
kie zostaly napisane w jezyku C++4 przy uzyciu $rodowiska Microsoft Visual Studio 2010.
Kazda z metryk opisanych w rozdziale trzecim ma osobny program. Programu nie posiadaja
interfejsu graficznego, a jedynie konsolowy. Byly napisane i testowane pod systemem Win-
dows, ale dzialajg réowniez pod systemem Linux. Programy o nazwach ,Marziliano”, ,JNB”,
,CPBD” Tong” ,Kerough”, ,Choi” sa implementacjami odpowiednich prac opisanych w
rozdziale trzecim. Program ,Edge Detector” jest implementacja nowych metod.

A.1 Biblioteki

Programy uzywaja biblioteki TurboJPEG w wersji 1.4.0 do wezytywania zdje¢ w formacie
JPG. Biblioteka ta musi zostaé zlinkowana podczas kompilacji programu. Ponadto programy
wykorzystuja rowniez biblioteke CImg do wezytywania zdje¢ w formacie BMP oraz do obliczenia
transformaty Haara.

A.2 Plik konfiguracyjny

W kolejnych liniach pliku powinny znajdowacé sie éciezki wzgledne lub bezwzgledne do folderéow
ze zdjeciami. W takim folderze nie powinno by¢ innych plikéw (podkatalogi sa dopuszczalne).
Wszystkie zdjecia w folderze powinny nalezeé¢ do jednej serii i powinny posiadaé¢ jedng roz-
dzielczosé. Obstugiwane formaty zdje¢ to JPG i BMP.

A.3 Uruchamianie

Programy ,Marziliano”, ,JNB”, .CPBD”,  Tong”, ,Kerough”, ,Choi” potrzebuja do prawi-
dlowego dziatania dwéch argumentow. We wszystkich programach pierwszym parametrem do
uruchomienia jest plik konfiguracyjny, a drugim nazwa pliku wynikowego. Program , Fdge De-
tector” potrzebuje trzeciego argumentu, bedacego liczba z zakresu od 1 do 16, ktory determinuje
ktora z metod z rozdziatu 6 bedzie uruchamiana. Ponizej znajduje sie lista argumentdw:

1. Metoda diugosci krawedzi (rozdzial 6.2)

3. Metoda dlugosci krawedzi z uwzglednieniem histogramu (rozdzial 6.3)
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10.
11.
12.
15.

16.

Metoda diugosci krawedzi z pojednynczym progiem

Metoda dtugosci krawedzi z pojednynczym progiem i uwzglednieniem histogramu
Metoda histogramu gradientu, podstawa 2 (rozdzial 6.5)

Metoda histogramu gradientu, podstawa 3 (rozdzial 6.5)

Metoda wybierajaca wazne rejony na podstawie histogramu gradientu (rozdzial 6.6.1)
Metoda wybierajaca wazne rejony mieszana (rozdzial 6.6.2)

Metoda wybierajaca wazne rejony na podstawie dtugosci krawedzi (rozdzial 6.6.3)

Metoda wybierajaca wazne rejony na podstawie dlugosci krawedzi z uwzglednieniem
histogramu (rozdzial 6.6.3)

A.4 Plik wynikowy

Program w kazdym folderze, ktéry zostal wpisany do pliku konfiguracyjnego, zaktada podfolder
wynikowy o nazwie ,Wyniki”, gdzie umieszcza pliki z rezultatami dzialania algorytmu. Program
zakltada plik tekstowy, o nazwie podanej jako drugi argument przy uruchamianiu programu
(rozszerzenie uzupelnia program, nie trzeba go dodawac). Dodatkowo programy, tam gdzie
to mozliwe, obliczaja takze dana metryke w wersji z podzialem zdjecia i wyniki réwniez
umieszczaja w pliku o nazwie takiej jak drugi parametr wejécia, ale z sufiksem ,,_ splitted”. W
kolejnych liniach pliku wynikowego sa wypisane nazwy plikow wejsciowych (zdjec) i liczby —
wyniki algorytmu. Linie sa posortowane w porzadku od najlepszego zdjecia do najgorszego w
ocenie danego algorytmu.
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