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Wst¾ep

Zakres jasnósci, jaki dociera do nas na codzień jest bardzo du·zy. Ludzki uk÷ad widzenia
jest w stanie postrzegác obrazy, których kontrast wynosi pi¾éc rz¾edów wielkósci, mo·ze te·z
przyzwyczajác si¾e do jasnósci z przedzia÷u oko÷o dziesi¾eciu rz¾edów wielkósci. Przeniesie-
nie obrazów o charakterystykach odpowiadaj ¾acych rzeczywistósci na komputery nie
stanowi ju·z problemu. Stosowane w gra�ce komputerowej, zaawansowane metody ren-
deringu, takie jak radiosity czy metody Monte Carlo, pozwalaj ¾a na tworzenie obrazów
zgodnych jasnósciami i kontrastem ich rzeczywistym odpowiednikom. Obrazy takie
nazywane s ¾a obrazami wysokokontrastowymi lub po prostu obrazami HDR (od ang.
High Dynamic Range). Mo·zna je tworzýc równie·z za pomoc ¾a specjalnych kamer,
oraz poprzez ÷¾aczenie kilku zdj¾éc tego samego uj¾ecia zrobionych z ró·znymi parame-
trami ekspozycji [8]. Problem polega na tym, ·ze zakres jasnósci, który mo·zemy oddác
na ekranie lub wydruku, obejmuje w najlepszym wypadku dwa rz¾edy wielkósci. Tu
w÷ásnie pojawia si¾e pytanie: w jaki sposób odwzorowác jasnósci obrazów HDR na
monitorach?
W niniejszej pracy przedstawimy kilka odpowiedzi na to pytanie, czyli kilka metod

mapowania tonów (nazywanych te·z cz¾esto operatorami mapowania tonów). Cz¾ésci ¾a
pracy b¾edzie program implementuj ¾acy opisane metody.
Najpierw jednak, w rozdziale pierwszym, przedstawimy podstawy teoretyczne przy-

datne do rozumienia specy�ki problemu i jego rozwi ¾azań.
W rozdziale drugim przedstawimy siedem metod mapowania tonów. B¾ed ¾a one

reprezentowác ró·zne podej́scia do porblemu. Znajd ¾a si¾e ẃsród nich zarówno metody
starsze, jedne z pierwszych propozycji rozwi ¾azania problemu mapowania tonów, oraz
metody z ostatnich lat.
Rozdzia÷trzeci zawierác b¾edzie opis programu implementuj ¾acego metody.
W rozdziale czwartym porównamy przedstawione operatory. Zwrócimy uwag¾e na

efekty ich dzia÷ania, czasy wykonywanych obliczeń, oraz ÷atwóśc korzystania z metod.

3





Rozdzia÷1

Podstawy teoretyczne

1.1. Świat÷o
Świat÷o to promieniowanie elektormagnetyczne. Świat÷o widzialne, czyli promieniowanie
odbierane przez siatkówk¾e oka ludzkiego, stanowi jedynie ma÷y fragment ca÷ego spek-
trum promieniowania elektromagnetycznego, rozci ¾agaj ¾acego si¾e od bardzo d÷ugich fal
radiowych, przez mikro fale, podczerwień, świat÷o widzialne, ultra�olet, promieniowanie
rentgenowskie, do promieniowanie gamma. Precyzyjne ustalenie zakresu d÷ugósci fal
elektromagnetycznych nie jest mo·zliwe do ustalenia, gdy·z wzrok ka·zdego cz÷owieka
charakteryzuje si¾e inn ¾a wra·zliwósci ¾a, st ¾ad za wartósci graniczne przyjmuje si¾e maksy-
malnie 380 � 780 nm, choć cz¾esto podaje si¾e mniejsze zakresy (szczególnie od strony
fal najd÷u·zszych).

Rysunek 1.1: Widmo świat÷a widzialnego.

Poj¾ecie świat÷a jest szersze, gdy·z w praktyce zalicza si¾e do niego nie tylko fale
widzialne, ale i s ¾asiednie zakresy, czyli bliski ultra�olet i blisk ¾a podczerwień mo·zna
obserwowác i mierzýc korzystaj ¾ac z podobnego zestawu przyrz ¾adów, a jednoczésnie
wyniki tych badań mo·zna opracowywác korzystaj ¾ac z tych samych praw �zyki.
W naukach ścis÷ych przyj¾eto, ·ze świat÷em nazywa si¾e fale elektromagnetyczne o

d÷ugósci fali od 10nm do 1mm, które podzielono na trzy zakresy - podczerwień, świat÷o
widzialne oraz ultra�olet. Zgodnie z dualizmem korpuskularno�falowym, postrzega
si¾e świat÷o jednoczésnie jako fal¾e poprzeczn ¾a oraz jako strumień cz ¾astek nazywanych
fotonami.[26]

1.2. Radiometria
Radiometria to nauka zajmuj ¾aca si¾e mierzeniem energii świat÷a w dowolnej czésci spek-
trum elektromagnetycznego. W praktyce ogranicza si¾e do pomiarów fal o dlugósci od
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Rozdzia÷1. Podstawy teoretyczne

10 nm do 1 mm w obr¾ebie ultra�oletu, świat÷a widzialnego i podczerwieni, przy u·zyciu
urz ¾adzeń optycznych.
Świat÷o to energia promienista (ang. radiant energy). Jest ona przenoszona w

przestrzeni przez promieniowanie elektromagnetyczne. Oznacza si¾e j ¾a jako Q i mierzy
w Joulach (J).
Źród÷a szerokopasmowe, takie jak S÷ońce, emituj ¾a promieniowanie elektromagnetycz-

ne w wi¾ekszósci spektrum, od fal radiowych do promieniowania gamma, jednak wi¾ek-
szóśc jego energii promienistej skupiona jest w widzialnej cz¾ésci spektrum. Z drugiej
strony, w ¾askoemisyjny laser emituje promieniowanie o jednej, konkretnej d÷ugósci fali.
W zwi ¾azku z powy·zszym de�niuje si¾e spektraln ¾a energi ¾e promienist ¾a (ang.

spectral radiant energy), która okrésla ilóśc energii promienistej na jednostkowy prze-
dzia÷d÷ugósci fali dla d÷ugósci fali �. Opisuje j ¾a wzór:

Q� =
dQ

d�
.

Spektraln ¾a energi¾e promienist ¾a mierzy si¾e w J=nm.
Strumień promienisty (ang: radiant flux), lub inaczejmoc promienista (ang:

radiant power), oznaczany jako �, to energia promienista przep÷ywaj ¾aca, b ¾ad́z emi-
towana w jednostce czasu.

� =
dQ

dt
Mierzy si¾e j ¾a wWattach (W = J=s).
G¾estóśc strumienia promienistego (ang. radiant flux density) to strumień

promienisty na jednostk¾e powierzchni w punkcie powierzchni. Jésli strumień promienisty
skierowany jest do powierzchni, gestóśc strumienia promienistego nazywa si¾e irra-
diancj ¾a i oznacza jako E:

E =
d�

dA
gdzie A to powierzchnia do której dochodzi strumień �. Strumień mo·ze nap÷ywác do
punktu z dowolnego kierunku na pó÷sferze osaczaj ¾acej powierzchni¾e. Jésli strumień
promienisty skierowany jest od powierzchni, gestóśc strumienia promienistego nazywa
si¾e promienistósci ¾a lub nat¾e·zeniem wypromieniowanym (ang. radiosity) i oz-
nacza jako B:

B =
d�

dA
Obydwie jednostki mierzone s ¾a w W=m2.
Intensywnóśc promieniowania (ang: radiant intensity), oznaczana jako I, to

strumień promienisty na jednostkowy k ¾at bry÷owy:

I =
d�

d!

gdzie ! to k ¾at bry÷owy. Intensywnóśc promieniowania mierzy si¾e w Wattach na stera-
dian (W=sr).
Radiancja (inaczej luminancja energetyczna, ang. radiance) L jest najcz¾ésciej

stosowan ¾a jednostk ¾a radiometryczn ¾a w gra�ce komputerowej. Okrésla stosunek mocy
promienistej na k ¾at bry÷owy i jednostk¾e obszaru rzutu powierzchni rys. 1.2:
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1.3. Fotometria

Rysunek 1.2: Radiancja dochodz ¾aca do powierzchni dA. n to wektor normalny do dA.

L =
d2�

dAd! cos �

mierzy si¾e j ¾a w W=m2sr.
W przeciwieństwie do g¾estósci strumienia de�nicja radiancji nie odró·znia strumienia

dochodz ¾acego od strumienia wychodz ¾acego. Wynika to z niezmiennósci radiancji wzd÷u·z
prostych ście·zek, tzn. radiancja opuszczaj ¾aca punkt x w kierunku punktu y jest równa
radiancji padaj ¾acej z punktu y na punkt x. W÷asnóśc ta nie jest spe÷niona, jésli mi¾edzy
punktami x i y znajduje si¾e ósrodek absorbuj ¾acy lub rozpraszaj ¾acy energi¾e.

1.3. Fotometria
Fotometria to nauka zajmuj ¾aca si¾e pomiarami świat÷a widzialnego przy u·zyciu jedno-
stek wagowanych wed÷ug wra·zliwósci oka ludzkiego na konkretn ¾a d÷ugóśc fali. Opiera
si¾e ona na statystycznym modelu ludzkiej percepcji świat÷a. Oko ludzkie to bardzo
skomplikowany, nieliniowy, detektor promieniowania elektromagnetycznego. Reaguje
na fale d÷ugósci w przybli·zeniu od 380 do 780 nm.
Czu÷óśc oka ludzkiego na świat÷o zmienia si¾e w zale·znósci od d÷ugósci fali. W 1924

roku CIE (fr: Commission Internationale d0Eclairage �Mi¾edzynarodowa Komisja
Óswietlenia), organizacja zajmuj ¾aca si¾e wprowadzaniem standardów óswietleniowych,
przeprowadzi÷a badania du·zej grupy ludzi. Badani mieli za zadanie w kontrolowanych
warunkach óswietleniowych, dopasowác �jasnóśc� świat÷a do d÷ugósci fali monochro-
matycznego źród÷a świat÷a (czyli emituj ¾acego fale jednej d÷ugósci). Rezultatem badań
by÷o powstanie krzywej wzgl¾ednej skutecznósci oka ludzkiego. Z krzywej tej odczy-
tác mo·zna, ·ze źród÷o świat÷a o radiancji 1 watt=m2sr b¾edzie odbierane jako jásniejsze
jésli emituje fale o d÷ugósci 550 nm, od tego źród÷a o tej samej mocy emituj ¾acego fale
d÷ugósci 440 nm.
Fotometria nie okrésla w jaki sposób postrzegany jest kolor. Mierzone świat÷o mo·ze

býc monochromatyczne (czyli sk÷adác si¾e z fal o jednej i tej samej d÷ugósci) lub mo·ze
sk÷adác si¾e z fal o ró·znych d÷ugósciach. Reakcja oka okréslana jest na podstawie krzywej
wzgl¾ednej skutecznósci oka.Jedyn ¾a ró·znic ¾a mi¾edzy radiometri ¾a i fotometri ¾a s ¾a jednostki
miary u·zywane w obu ga÷¾eziach nauki.
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Rozdzia÷1. Podstawy teoretyczne

Rysunek 1.3: Krzywa wzgl¾ednej skutecznósci oka ludzkiego, V okrésla krzyw ¾a dla
widzenia dziennego (fotopowego), V 0 dla nocnego (skotopowego). Rysunek z [3]

Dla punktowego źród÷a świat÷a (tzn. źród÷a, którego rozmiar jest zaniedbywalnie
ma÷y w porównaniu do odleg÷ósci do niego) u·zywa si¾e poj¾ecia nat¾e·zenia świat÷a (ang.
luminous intensity). Jest to odpowiednik radiometrycznej intensywnósci promieniowa-
nia. De�niuje si¾e je jako strumień promieniowania źród÷a, przypadaj ¾acy na jednostkowy
k ¾at bry÷owy. Jednostk ¾a nat¾e·zenia świat÷a jest kandela (cd). Jest to nat¾e·zenie świat÷a,
w okréslonym kierunku, źród÷a emituj ¾acego promieniowanie monochromatyczne o d÷u-
gósci fali 555 nm, równe 1=683 W=sr. 555 nm to d÷ugóśc odpowiadaj ¾aca maksymalnej
wzgl¾ednej skutecznósci oka. Cz¾esto maksymaln ¾a wzgl¾edn ¾a skutecznóśc okrésla si¾e za
pomoc ¾a cz¾estotliwósci, która wynosi ok 5:4 � 1014Hz.
Krzywa wzgl¾ednej skutecznósci razem z de�nicj ¾a kandeli umo·zliwia konwersj¾e mi¾edzy

danymi radiometrycznymi i fotometrycznymi. Rozpatrzmy, dla przyk÷adu, monochro-
matyczne, punktowe źród÷o świat÷a emituj ¾ace fale d÷ugósci 510 nm i intensywnósci
promieniowania 1=683 W=sr. Fotopowa skutecznóśc dla 510 nm wynosi 0:503, źród÷o
ma w zwi ¾azku z tym nat¾e·zenie świat÷a równe 0:503 kandeli.
Odpowiednikiem radiometrycznego strumienia promienistego jest strumień świe-

tlny (ang. luminous flux lub luminous power). Wyra·za si¾e go w lumenach lm =
cd � sr.
Energia świetlna (ang. luminous energy) to odpowiednik energii promienistej.

Mierzy si¾e j ¾a w lumenach razy sekund¾e.
Jednostk ¾a, która najcz¾ésciej pojawiác si¾e b¾edzie w dalszym ci ¾agu pracy jest lu-

minancja (ang. luminance). Jest to odpowiednik radiancji. W konteḱscie ludzkiej
percepcji okrésla ona jak jasna wydaje si¾e nam dana powierzchnia, kiedy patrzymy na
ni ¾a z okréslonego kierunku. Luminancj¾e mierzy si¾e w cd=m2.

1.4. Kolorymetria
Kolorymetria to zespó÷metod pomiaru i opisu ilósciowego barw. Ka·zdy cz÷owiek
postrzega kolory troch¾e inaczej, CIE wprowadzi÷o poj¾ecie obserwatora standardowego,
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1.4. Kolorymetria

czyli hipotetycznego obserwatora reprezentuj ¾acego �normalne�postrzeganie kolorów.
Dodatkowo okréslono zestaw standardowych warunków, w których powinno dokony-
wác si¾e pomiarów. CIE wykona÷o zestaw badań z udzia÷em grupy ludzi, polegaj ¾acy na
dopasowaniu d÷ugósci fal trzech źróde÷́swiat÷a óswietlaj ¾acych ten sam obszar tak, aby
otrzymana barwa zgadza÷a sie z inn ¾a z góry zadan ¾a. Rezultatem badań by÷o powstanie
w 1931 roku krzywej kolorymetrycznej uk÷adu CIE XYZ 1931 (rys. 1.4).

Rysunek 1.4: Krzywe kolorymetryczne �x, �y, �z uk÷adu CIE XYZ 1931

Znaj ¾ac rozk÷ad widmowy pormieniowania P (�), mo·zna obliczýc wspó÷czynnikiXY Z
w nast¾epuj ¾acy sposób:

X = k

780Z
380

P (�)�xd�

Y = k

780Z
380

P (�)�yd�

Z = k

780Z
380

P (�)�zd�

k = 683 lumen=Watt

Wartósci X, Y i Z de�niuj ¾a kolor w przestrzeni kolorów CIE XYZ. Jest to trójwymia-
rowa, liniowa przestrzeń kolorów. W powy·zszej postaci jest dosýc niewygodna w u·zy-
ciu, dlatego cz¾esto stosuje si¾e jej rzut na p÷aszczyzn¾e X + Y +Z = 1. Rezultatem jest
dwuwymiarowa p÷aszczyzna nazywana diagramem chromatycznym CIE (ang.
chrominance diagram) przedstawiona na rys. 1.5. Wspó÷rz¾edne na diagrami nazy-
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wane s ¾a zwykle x, y i powstaj ¾a z XY Z w nast¾epuj ¾acy sposób:

x =
X

X + Y + Z

y =
Y

X + Y + Z

z =
Z

X + Y + Z
= 1� x� y

Jako ·ze z nie niesie ·zadnej dodatkowej informacji, zwykle jest pomijany. Przestrzeń
xy jest tylko projekcj ¾a trójwymiarowej przestrzeni XY Z, w zwi ¾azku z tym jednemu
punktowi w xy odpowiada wiele punktów z XY Z. Brakuj ¾ac ¾a informacj ¾a jest Y
odpowiadaj ¾acy luminancji. Ostatecznie kolor opisywany jest jako trójka Y xy, gdzie
Y okrésla luminancj¾e, a x i y punkt na diagramie chromatycznym.

Rysunek 1.5: Diagram chromatyczny CIE. Obrazek z [26].

Kszta÷t przedstawiony na rys. 1.5 zawiera ca÷e spektrum. Linia prosta mi¾edzy
niebieskim o najmniejszej d÷ugósci fali i czerwonym o d÷ugósci najwi¾ekszej nie nale·zy do
spektrum i nazywana jest �lini ¾a purpurow ¾a�. Punkt, w którym znajduje si¾e kolor bia÷y
nazywa si¾e punktem bieli. Usytuowany jest w okolicy środka diagramu. Natomiast
dok÷adne po÷o·zenie środka zale·zy od iluminantu, czyli charakterystyki źród÷a świat÷a
(iluminant D65, okréslaj ¾acy świat÷o dzienne, ma kolor bia÷y w punkcie x = 0:312727,
y = 0:329024). Jésli poprowadzimy lini¾e l przez wybrany kolor okréslony punktem
(x; y) i punkt bieli, to stosunek odleg÷ósci od punktu bieli do punktu (x; y) i odleg÷ósci
od punktu bieli do brzegu diagramu (linii spektralnej) okrésla nasycenie koloru. Jésli
kolor jest blisko linii spektralnej, jego nasycenie jest du·ze. Przeci¾ecie linii l z lini ¾a
spektraln ¾a okrésla dominuj ¾ac ¾a d÷ugóśc fali, czyli barw¾e koloru. Wszystkie mo·zliwe
mieszanki kolorów mi¾edzy (x1; y1) i (x2; y2) znajduj ¾a si¾e na linii ÷¾acz ¾acej te dwa punkty.
Wszystkie mo·zliwe kolory z÷o·zone z trzech kolorów (x1; y1), (x2; y2), (x3; y3) znajduj ¾a
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si¾e wewn ¾atrz trójk ¾ata wyznaczonego przez te punkty. Widác st ¾ad, ·ze gamut okréslony
za pomoc ¾a trzech wspó÷rz¾ednych, czyli równie·z gamut zwyk÷ego monitora CRT, zawiera
jedynie cz¾éśc wszystkich widzialnych kolorów.
Istnieje wiele mody�kacji i usprawnień modelu CIE XYZ (np. CIE LUV czy CIE

LAB), jednak dla potrzeb tej pracy u·zywane u·zywane b¾ed ¾a tylko modele CIE XYZ i
CIE Yxy.

1.5. Dzia÷anie oka ludzkiego
Zakres luminancji, z którym wszyscy mamy do czynienia w ·zyciu codziennym jest
bardzo szeroki. Świat÷o s÷ońca w po÷udnie mo·ze býc nawet 10 milionów razy mocniejsze
od świat÷a ksi¾e·zyca. Rys.1.6 przedstawia zakres luminancji obserwowanych na codzień.
Ludzki uk÷ad widzenia (HVS - ang. human visual system) radzi sobie z tak du·zym
zakresem przez adaptowanie si¾e do przewa·zaj ¾acych luminancji. Dzi¾eki adaptacji uk÷ad
widzenia mo·ze dzia÷ác na przedziale prawie 14 jednostek logarytmicznych. Adaptacja
jest z÷o·zona. Sk÷adaj ¾a si¾e na ni ¾a skoordynowane procesy mechaniczne, fotochemiczne
i nerwowe.

Rysunek 1.6: Zakres luminancji obserwowany w ·zyciu codziennym. U·zyto logarytmu
dziesi¾etnego. Obrazek z pracy [11].

To ·ze mo·zemy obserwowác sceny o bardzo ró·znej jasnósci nie znaczy jednak, ·ze
widzimy tak samo w ka·zdych warunkach. Dla przyk÷¾adu w nocy, w bardzo s÷abym
óswietleniu, wzrok jest bardzo czu÷y na wszelkie zmiany w luminancji. Jednak detale
obrazu nie s ¾a zbyt ostre a do tego rozró·znianie kolorów jest mocno zaburzone. Z kolei
w ci ¾agu dnia, przy mocnym świetle, obraz jest ostry, dobrze rozpoznajemy kolory,
jednak absolutna czu÷óśc na zmiany jasnósci jest ma÷a. Ró·znice w luminancji musz ¾a
býc bardzo du·ze ·zebýsmy je dostrzegli.
Ponadto adaptacja nie nast¾epuje natychmiastowo. Przyzwyczajanie si¾e wzroku przy

przej́sciu z jasnego pomieszczenia do ciemnego mo·ze trwác do kilkunastu minut. W
sytuacji odwrotnej widzenie powinno wrócíc do normy po oko÷o minucie.
Na proces adaptacji sk÷adaj ¾a cztery opisane ni·zej mechanizmy.

Źrenica

To najbardziej oczywisty z dost¾epnych mechanizmów regulowania ilósci świat÷a do-
chodz ¾acego do uk÷adu widzenia. W obr¾ebie 10 jednostek logarytmicznych luminancji
źrenica zmienia swoj ¾a średnic¾e od ok. 7 do 2 mm. Taka zmiana średnicy powoduje
ograniczenie dochodz ¾acej do siatkówki luminancji o niewiele ponad jedna jednostk¾e lo-
garytmiczn ¾a, oko÷o 16 razy. Nie jest wi¾ec w stanie samodzielnie przeprowadzíc adap-
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tacji. Uwa·za si¾e, ·ze rol ¾a źrenicy jest w wi¾ekszym stopniu ÷agodzenie aberracji soczewki
oka, ni·z jej udzia÷w procesie adaptacji. W jasnym otoczeniu, kiedy do oka dochodzi
du·za ilóśc świat÷a źrenica zmniejsza si¾e, zmniejszaj ¾ac tym samym aberracj¾e. W otocze-
niu ciemnym, kiedy świat÷a brakuje, źrenica rozszerza si¾e tak aby do siatkówki dochodz-
i÷o mo·zliwie du·zo świat÷a.

Pr¾eciki i czopki

Wewn¾etrzna cz¾éśc ga÷ki ocznej pokryta jest warstw ¾a komórek nerwowych, któr ¾a nazywa
si¾e siatkówk ¾a. Siatkówka zaopatrzona jest w fotoreceptory: pr¾eciki i czopki, wyspecja-
lizowane neurony posiadaj ¾ace świat÷oczu÷e barwniki wzrokowe. S ¾a one odpowiedzialne
za wst¾epn ¾a faz¾e przetwarzania świat÷a na impulsy nerwone. Zwykle na siatkówce znaj-
duje si¾e 75 do 150 milionów pr¾ecików i ok. 6 �7 milionów czopków. Pr¾eciki s ¾a niezwykle
czu÷e na świat÷o i zapewniaj ¾a widzenie achromatyczne (czarno-bia÷e) dla zakresu lumi-
nancji od 10�6 do 10 cd=m2, jest to widzenie skotopowe. Czopki odpowiedzialne s ¾a za
tzw. widzenie fotopowe. S ¾a mniej wra·zliwe od pr¾ecików, za to umo·zliwiaj ¾a widzenie
kolorowe. Reaguj ¾a na luminancj¾e od 0:01 do 108 cd=m2. W przedziale od 0:01 do 10
cd=m2 aktywne s ¾a jednoczésnie czopki i pr¾eciki. Nazywa si¾e to widzeniem mezopowym
lub zmierzchowym.
Fotoreceptory nie s ¾a rozmieszczone równomiernie. Na powierzchni siatkówki wyró·z-

nia si¾e miejsce nazywane plamk ¾a ·zó÷t ¾a. Jest to miejsce o średnicy ok. 1.5 mm,
odpowiadaj ¾ace środkowi naszego pola widzenia. W obszarze tym wyst¾epuje maksy-
malne zag¾eszczenie czopków (w sumie oko÷o dwa miliony), natomiast zupe÷nie brak
jest pr¾ecików. G¾estóśc rozmieszczenia czopków rósnie wraz ze zbli·zaniem si¾e do samego
środka plamki ·zó÷tej, nazywanego do÷kiem środkowym (ang. fovea). Jest to miejsce, w
kórym widziany obraz jest najbardziej ostry. W do÷ku g¾estóśc rozmieszczenia czopków
wynosi ok. 190; 000=mm2, 500 �m od do÷ka g¾estóśc spada o 50% (ok. 100; 000=mm2),
a w odleg÷ósci 4mm (ok 20 stopni) od środka spada do mniej ni·z 5% (ok 10; 000=mm2).
Dalej czopki wyst¾epuj ¾a z bardzo ma÷¾a g¾estósci ¾a [6]. W do÷ku środkowym nie ma wogóle
pr¾ecików, poza tym obszarem wyst¾epuj ¾a one na ca÷ej powierzchni siatkówki. Maksy-
malna g¾estóśc rozmieszczenia pr¾ecików przypada na ok. 20 stopni od do÷ka środkowego.
Ogólnie g¾estóśc rozmieszczenia pr¾ecików zmienia si¾e du·zo wolniej ni·z czopków.
Fotoreceptory s ¾a czu÷e na świat÷o o d÷ugósci fali od ok. 380 do 700 nm. Pr¾eciki s ¾a

najbardziej czu÷e na świat÷o d÷ugósci ok. 505 nm, czopki ok. 555 nm. Pr¾eciki i czopki
nie s ¾a tak samo czu÷e na świat÷o we wszystkich d÷ugósciach fal. Zale·znóśc mi¾edzy
d÷ugósci ¾a fali a intensywnósci ¾a wywo÷ywanego przez ni ¾a impulsu opisuje, wspominana
ju·z wczésniej przy okazji fotometrii, krzywa wzgl¾ednej skutecznósci oka (rys. 1.3).
A dok÷adniej dwie krzywe. Pierwsza, oznaczana zwykle jako V , okréslaj ¾aca czu÷óśc
widzenia fotopowego i druga, V 0 okréslaj ¾aca widzenie skotopowe.

Zmiana koncentracji barwników wzrokowych

Barwniki wzrokowe zawarte w fotoreceptorach rozk÷adaj ¾a si¾e pod wp÷ywem poch÷a-
nianego świat÷a. Produkty ich rozpadu s ¾a chemicznym bod́zcem dla fotoreceptorów.
Przy du·zym nat¾e·zeniu świat÷a barwniki rozk÷adaj ¾a si¾e szybciej ni·z mog ¾a býc pro-
dukowane. Przez to fotoreceptory s ¾a mniej czu÷e.
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Procesy nerwowe

Bod́zce wzrokowe tworzone przez fotoreceptory zale·z ¾a od procesów chemicznych za-
chodz ¾acych w komórkach fotoreceptorów. Jésli procesy te zachodz ¾a z intensywnós-
ci ¾a blisk ¾a maksymalnej i ilóśc dochodz ¾acego do receptora świat÷a jeszcze si¾e zwi¾ekszy,
wtedy komórka nie b¾edzie mog÷a w pe÷ni zasygnalizowác wzrostu ilósci świat÷a. Sytu-
acj¾e tak ¾a nazywa si¾e nasyceniem. Aby jej zapobiec, powy·zej pewnego poziomu lumi-
nancji, bodziec jest kompresowany, tzn. kolejne zwi¾ekszenie ilósci świat÷a powodowác
b¾edzie coraz mniejsze zmiany w uzyskiwanym bod́zcu.
Fizjologiczne mechanizmy przedstawione powy·zej s ¾a podstaw ¾a procesu adaptacji.

Ich dzia÷anie uwidacznia si¾e w zmianach w czu÷ósci i ostrósci widzenia, oraz postrzega-
niu kolorów na przedziale obserwowanych luminancji.

1.5.1. Czu÷óśc widzenia

Czu÷óśc widzenia mierzy si¾e za pomoc ¾a progów detekcji (ang. detection threshold).
Progi te wyznacza si¾e przez wykonanie nast¾epuj ¾acego eksperymentu: obserwator siedzi
naprzeciw pustego ekranu emituj ¾acego okréslon ¾a luminancj¾e (nazywan ¾a luminancj ¾a t÷a
lub luminancj ¾a adaptacyjn ¾a). Przed rozpocz¾eciem eksperymentu obserwator unieru-
chamia wzrok na środku ekranu. Po zaadaptowaniu si¾e wzroku obserwatora do lumi-
nancji t÷a, w kolejnych próbach, roźswietla si¾e na kilkaset milisekund obszar w kszta÷cie
dysku na środku ekranu. Obserwator zg÷asza czy widzia÷dysk czy nie. Jésli nie widzia÷,
w nast¾epnej próbie zwi¾eksza si¾e luminancj¾e dysku. Jésli widzia÷, to luminancj¾e dysku
si¾e zmniejsza. W ten sposób wyznacza si¾e najmniejsz ¾a rozró·znialn ¾a luminancj¾e dla
danej luminancji t÷a, nazywa si¾e j ¾a progiem detekcji lub luminancj¾e progow ¾a.
Zale·znóśc mi¾edzy luminancj ¾a t÷a a luminancj ¾a progow ¾a nazywa si¾e ledwo dostrze-

galn ¾a ró·znic ¾a (ang. just noticeable difference) i oznacza jako JND lub TVI (ang.
threshold versus intensity) przedstawia j ¾a rys. 1.7.

Rysunek 1.7: Wykres ledwo dostrzegalnej ró·znicy. Obrazek z pracy [11].
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1.5.2. Zmiana ostrósci

Ostróśc wzroku to zdolnóśc rozró·zniania dwóch punktów le·z ¾acych blisko siebie. Do
badania ostrósci s÷u·z ¾a tablice Snellena. S ¾a to namalowane na bia÷ym matowym tle,
czarne matowe znaki nazywane optotypami, stopniowo zmniejszaj ¾ace si¾e ku do÷owi (rys.
1.8). Optotypami najcz¾ésciej s ¾a litery. Znaki te maj ¾a okréslon ¾a grubóśc i oddzielone s ¾a

Rysunek 1.8: Typowa tablica Snellena. Obrazek pobrany z http://www.mediweb.pl.

przerwami o tej samej odleg÷ósci, tak, ·ze oko zdrowe widzi ca÷y znak z ostatniego rz¾edu
pod k ¾atem 5 minut, a jego szczegó÷y pod k ¾atem 1 minuty, czyli k ¾atem pod którym dwa
najbli·zej po÷o·zone siebie punkty s ¾a rozró·znialne. Si÷¾e ostrósci wzroku osoby badanej
wyra·za si¾e stosunkiem odleg÷ósci z której optotyp jest rozpoznawany (d), do odleg÷ósci,
z której jego elementy s ¾a widziane pod k ¾atem 1 stopnia (D). Jésli obserwator jest w
stanie z odleg÷ósci d = 5 m odczytác rz ¾ad przeznaczony do odczytania z odleg÷ósci
D = 5, to jego ostróśc wzroku wyniesie 5=5 (pe÷na ostróśc wzroku) lub w postaci
u÷amka dziesi¾etnego jako 1:0. Natomiast jésli z odleg÷ósci d = 5 m odczyta znaki
przeznaczone do odczytania z odleg÷ósci D = 50, to ostróśc wzroku równa si¾e 5=50 lub
0:1 ([14]).
Ostróśc widzenia w świetle skotopowym jest mniejsza ni·z w świetle fotopowym.

Krzywa z rys. 1.9 przedstawia zale·znóśc ostrósci widzenia od luminancji t÷a. Krzywa
powsta÷a z wyników pomiarów rozró·zniania fal kwadratowych o ró·znych cz¾estotliwós-
ciach w ró·znym óswietleniu. Z jej wykresu odczytác mo·zna, ·ze rozró·znialna cz¾estotli-
wóśc zmienia si¾e od ok. 50 cykli=stopie�n przy 3 log cd=m2 do 2 cykli=stopie�n przy
�3:3 log cd=m2. Odpowiada to zmianie ostrósci widzenia od ok. 5=2:5 przy świetle
dziennym do 5=75 w nocy, przy minimalnym óswietleniu. Dzi¾eki tej krzywej jestésmy
w stanie przewidywác widocznóśc detali przy ró·znym óswietleniu.

1.5.3. Odblaski (glare)

Mocne źród÷a świat÷a znajduj ¾ace si¾e na obrze·zach pola widzenia mog ¾a powodowác
zmniejszanie kontrastu widzenia. Objawia si¾e to cz¾esto wyst¾epowaniem wokó÷́zróde÷
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Rysunek 1.9: Ostróśc widzenia w zale·znósci od luminancji t÷a. Obrazek zapo·zyczony z
pracy [11].

świat÷a m.in. mgie÷ek (ang. disability glare lub veiling luminance) czy rozchodz ¾a-
cych si¾e gwiázdzíscie od źród÷a promieni świat÷a (ang. ciliary corona). Powodem wys-
t¾epowania tego zjawiska jest rozpraszanie świat÷a przez soczewk¾e oka, rogówk¾e oraz
siatkówk¾e. Dok÷adniejszy opis tego zjawiska mo·zna znaléźc w pracy [22].

1.5.4. Zmiany w postrzeganiu kolorów

Spektraln ¾a wra·zliwóśc pr¾ecików i czopków okréslaj ¾a, omawiane ju·z przy radiometrii,
skotopowe i fotopowe krzywe wzgl¾ednej skutecznósci oka ludzkiego. Zwykle, tak jak
na rys. 1.3 ich wykresy s ¾a znormalizowane, przez co nie widác, ·ze pr¾eciki i czopki
zdecydowanie ró·zni ¾a si¾e czu÷ósci ¾a i dzia÷aj ¾a na ró·znych zakresach luminancji.
Na rys. 1.10 przedstawione s ¾a nieznormalizowane krzywe wzgl¾ednej skutecznósci dla

trzech poziomów jasnósci obserwowanej sceny.
Na rys. 1.10 (a) prezentowana jest wra·zliwóśc spektralna dla poziomu skotopowego

(dok÷adniej dla logarytmu luminancji t÷a równego �4 log cd=m2). Na tym poziomie
detekcja zdominowana jest przez pr¾eciki. Absolutna czu÷óśc jest wysoka, a z powodu
achromatycznósci pr¾ecików, kolory nie s ¾a rozró·zniane.
Na rys. 1.10 (b) przedstawiona jest czu÷óśc spektralna dla poziomu mezopowego

(luminancja t÷a wynosi 0 log cd=m2). Absolutna czu÷óśc pr¾ecików i czopków jest tu
bardzo podobna. Świat÷o o danej d÷ugósci fali b¾edzie wykrywane przez bardziej czu÷e
fotoreceptory. Z rysunku odczytác mo·zna, ·ze pr¾eciki wykrywác b¾ed ¾a d÷ugósci fal krót-
szych od ok. 575 nm, a czopki fale d÷u·zsze. Przy przej́sciu z widzenia skotopowego
do mezopowego stopniowo aktywowác si¾e b¾ed ¾a czopki, czego rezultatem b¾edzie stop-
niowe rozpoznawanie kolorów zaczynaj ¾ac od d÷ugofalowych czerwieni a nast¾epnie zie-
leni, której odpowiadaj ¾a fale średniej d÷ugósci.
Na rys. 1.10 (c) przestawiona jest czu÷óśc spektralna dla poziomu fotopowego (lu-
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Rysunek 1.10: Zmiany w czu÷ósci spektralnej dla luminancji t÷a równej (a)�4 log cd=m2

(widzenie skotopowe), (b) 0 log cd=m2.(widzenie mezopowe), (c) 4 log cd=m2 (widze-
nie fotopowe). Na wszystkich rysunkach linia ciag÷a oznacza czu÷óśc czopków, a linia
przerywana pr¾ecików. Obrazek zapo·zyczony z pracy [11].

minancja t÷a wynosi 4 log cd=m2). Absolutna czu÷óśc jest znacznie mniejsza ni·z przy
widzeniu skotopowym..Na tym poziomie dominuj ¾a czopki, dzi¾eki czemu widoczne s ¾a
kolory. Jednak dla najkrótszych d÷ugósci fal (odpowiadaj ¾acych kolorowi niebieskiemu)
bardziej czu÷e s ¾a jeszcze pr¾eciki. Przez co trzeba relatywnie wysokiej (wy·zszej od 4 log
cd=m2) luminancji aby kolor niebieski by÷widoczny.

1.5.5. Przebieg adaptacji w czasie

Adaptacja nie jest procesem natychmiastowym. Czas jej trwania zale·zy od luminancji,
do której przyzwyczajony by÷wzrok przed rozpocz¾eciem adaptacji, od luminancji, do
której wzrok musi si¾e dostosowác, oraz od kierunku zmiany luminancji. Ogólnie przys-
tosowanie ze świat÷a ciemniejszego do jásniejszego jest du·zo krótsze ni·z ze świat÷a
jásniejszego do ciemniejszego. Z grubsza mo·zna stwierdzíc, ·ze adaptacja do świat÷a
jásniejszego dla pr¾ecików trwa kilka sekund, a 75% procesu odbywa si¾e w czasie krót-
szym ni·z jedna sekunda. Przystosowanie czopków trwa d÷u·zej, nawet do kilkunastu
minut, jednak wi¾ekszóśc procesu dokonuje si¾e w przeci ¾agu pierwszych dwóch minut.
Przystosowanie do świat÷a ciemniejszego jest d÷u·zsze, mo·ze trwác nawet do godziny.
Ró·znica mi¾edzy szybkósci ¾a zachodzenia procesu adaptacji w czopkach i pr¾ecikach jest
niewielka.

1.5.6. Jasnóśc

Przydatne w dalszej cz¾ésci pracy b¾edzie poj¾ecie jasnósci (ang. brightness). Jest to
subiektywna wielkóśc wra·zenia wywo÷ana przez świat÷o widzialne. Bywa ona uto·zsa-
miana z luminancj ¾a. Nie jest to jednak luminancja, mi¾edzy innymi dlatego, ·ze dwie
ró·zne wartósci luminancji mog ¾a býc odbierane jako taka sama jasnóśc. Powodem
tego jest, opisywany wy·zej, mechanizm adaptacji oraz ograniczenia widzenia ludzkiego.
Cz÷owiek bardzo s÷abo rozró·znia aboslutn ¾a luminancj¾e, lepiej radzi sobie z luminancj ¾a
relatywn ¾a.
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1.6. Korekcja gamma

Jako przybli·zon ¾a wartóśc jasnósci u·zywa si¾e cz¾esto logarytmu luminancji, lub pier-
wiastka (kwadratowego b ¾ad́z szésciennego) luminancji.

Rysunek 1.11: Obrazek s÷u·z ¾acy do wyznaczania przybli·zonej wartósci gammy monitora.
Pobrany z http://radsite.lbl.gov/radiance/refer/Notes/gamma.html

1.6. Korekcja gamma
Zale·znóśc mi¾edzy wartósci ¾a opisuj ¾ac ¾a kolor w komputerze a odpowiadaj ¾ac ¾a tej wartósci
jasnósci ¾a na monitorze nie jest liniowa. Generowana luminancja jest proporcjonalna
do sygna÷u wej́sciowego podniesionego do pewnej pot¾egi gamma (
), czyli dla danej
wartósci wej́sciowej Lin luminancja na monitorze wynosi L



in. Gamma zwykle miésci

si¾e miedzy 2:0 a 2:5.
Korekcja gamma to sposób na wyeliminowanie nieliniowósci. Polega ona na za-

stosowaniu do koloru, przed jego wýswietleniem na monitorze, funkcji pot¾egowej o
wyk÷adniku 1



, czyli:

Lout = L
1



in

gdzie Lout to otrzymana na monitorze, a Lin to luminancja koloru wej́sciowego. Dla
koloru w postaci RGB takiej korekcji podlega ka·zdy kana÷.
Korekcja gamma powinna býc stosowana zawsze kiedy wa·zne jest wýswietlenie

obrazu zgodnie z jego rzeczywistym wygl ¾adem. Aby wyznaczýc dok÷adn ¾a wartóśc
gammymonitora potrzebny jest fotometr. Mo·zna jednak znaléźc jej przybli·zon ¾a wartóśc.
W tym celu nale·zy najpierw ustawíc kontrast i jasnóśc monitora, a nast¾epnie skorzys-
tác z obrazka podobnego do tego z rys. 1.11. Korzystanie z obrazka polega na dobraniu
do średniej jasnósci czarno bia÷ych linii z lewej strony odpowiadaj ¾acego im jasnósci ¾a
prostok ¾ata z prawej strony. Liczba na prostok ¾acie okrésla wartóśc gammy monitora.
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Rozdzia÷2

Metody mapowania tonów

2.1. Podzia÷metod
Wpracy [9] Devlin dzieli metody mapowania tonów na dwie grupy: metody globalne (z
angielskiego nazywane równie·z spatially uniform) oraz metody lokalne (ang. spatially
varying). Operatory globalne (operator mapowania tonów to metoda mapowania
tonów, obydwa te poj¾ecia b¾ed ¾a stosowane zamiennie) do ka·zdego piksela u·zywaj ¾a
takiej samej transformacji. Dzia÷anie operatora zale·zy jedynie od obrazu jako ca÷ósci.
Wartóśc na jak ¾a odwzorowany zostanie piksel zale·zy tylko od jego luminancji i ogól-
nych cech obrazu, jak na przyk÷ad maksymalnej i minimalnej luminancji. Operatory
lokalne mog ¾a dzia÷ác inaczej w ró·znych obszarach tego samego obrazu. Wartóśc na jak ¾a
odwzorowany zostanie piksel zale·zy, poza jego luminancji i ogólnymi cechami obrazu,
równie·z od luminancji pikseli z pewnego jego otoczenia.
Reinhard w pracy [7] przedstawia inny podzia÷. Wyró·znia on dwie g÷ówne kategorie.

Pierwsza to metody oparte na dzia÷aniu ludzkiego uk÷adu widzenia (ang. Human
V isual System �HVS). Druga kategoria to metody opieraj ¾ace si¾e na podziale obrazu
na warstwy, oddzielaj ¾ace w ten sposób detale od t÷a. Korzystaj ¾a one z �ltrów selekty-
wnie wyg÷adzaj ¾acych, bardziej ni·z z zasad dzia÷ania HVS. Metody z pierwszej kategori
Reinhard dzieli podobnie jak Devlin na lokalne i globalne.
Przedstawione w tym rozdziale metody mapowania tonów nale·z ¾a do cz¾esto stosowa-

nych i wa·znych �historycznie�. Znajduj ¾a si¾e ẃsród nich reprezentanci wszystkich kate-
gorii. Operatory Schlicka, Warda et al., Reinharda et al. i Ashikhmina zaliczýc mo·zna
do metod opartych na dzia÷aniu ludzkiego uk÷adu widzenia, dwie pierwsze z nich s ¾a
globalne, dwie ostatnie s ¾a lokalne. Kluczowy dla metod Tumblina i Turka oraz Duranda
i Dorsey jest podzia÷obrazu na warstwy.
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Rozdzia÷2. Metody mapowania tonów

2.2. Oznaczenia
log(x) logarytm naturalny z x
log10(x) logarytm dziesi¾etny z x
Lw(x; y) (ang: world luminance) - luminancja sceny w punkcie (x; y) lub

inaczej luminancja wej́sciowa
Lwmin (ang: minimal world luminance) - minimalna luminancja sceny
Lwmax (ang: maximal world luminance) - maksymalna luminancja sceny
Bw(x; y) (ang: world brightness) - jasnóśc sceny w punkcie (x; y)
Ld(x; y) (ang: display luminance) - luminancja wýswietlana w punkcie (x; y)

lub inaczej luminancja wyj́sciowa
La(x; y) (ang:adaptation luminance) - luminancja adaptacyjna w punkcie

(x; y) czyli luminancja do której przyzwyczaja si¾e oko patrz ¾ac w
kierunku punktu (x; y)

Lwa(x; y) (ang: world adaptation luminance) - luminancja adaptacyjna sceny
w punkcie (x; y)

Lda(x; y) (ang: display adaptation luminance) - luminancja adaptacyjna
obrazu wyj́sciowego w punkcie (x; y)

(f
N
g)(x; y) (ang: convolution) - splot f i g (dyskretny) w punkcie (x; y),

czyli
Ps=2

i=�s=2
Ps=2

j=�s=2 f(x� i; y � j)g(i; j) - gdzie s to rozmiar g

2.3. Metoda C. Schlicka z 1994 roku
Istnieje wiele prostych metod mapowania tonów. Jedn ¾a z cz¾ésciej stosowanych jest
mapowanie liniowe z korekcj ¾a gamma (ang. gamma�corrected linear mapping). Polega
ono na przemno·zeniu obrazu (ka·zdego z kana÷ów RGB lub tylko luminancji) przez sta÷¾a
a nast¾epnie poddaniu korekcji gamma opisanej w rozdziale pierwszym. Metod¾e t¾e za-
pisác mo·zna nast¾epuj ¾aco:

Ld = (aLw)
1
q (2.1)

gdzie a to wspó÷czynnik mapowania liniowego, równy na przyk÷ad a = 1
Lwmax

, a q to
parametr korekcji gamma. Jego dok÷adna wartóśc zale·zy g÷ównie od charakterystyk i
ustawień monitora. Mo·ze ona nale·zéc do przedzia÷u [1; 3] i zwykle wynosi oko÷o 2:2.
Cz¾esto stosowan ¾a mody�kacj ¾a metody z równania 2.1 jest obcinanie z korekcj ¾a

gamma (ang. gamma corrected clamping), zde�niowane jako:

Ld =

( �
Lw
p

� 1
q , Lw < p

1 , Lw � p
(2.2)

gdzie q tak jak wczésniej nale·zy do przedzia÷u [1; 3], a p to pewna luminancja pro-
gowa. Zwykle mapowanie to daje najlepsze rezultaty gdy p jest równe luminancji
najjásniejszego obszaru nie b¾ed ¾acego źród÷em świat÷a.
Kolejn ¾a mody�kacj ¾a mapowania liniowego z korekcj ¾a gamma jest mapowanie ekspo-

nencjalne (ang. exponentiation mapping):

Ld = (aLw)
p
q (2.3)

gdzie q 2 [1; 3], a p 2 [0; 1]. Mapowanie to jest równowa·zne zwyk÷emu mapowaniu
liniowemu z korekcj ¾a gamma z wartósci ¾a gammy wi¾ekszej od zwykle przyjmowanej.
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2.3. Metoda C. Schlicka z 1994 roku

Innym wa·znym operatorem jest mapowanie logarytmiczne (ang. logarithmic
mapping):

Ld =

�
log(Lw + 1)

log(Lwmax + 1)

� 1
q

. (2.4)

Motywacj ¾a do stworzenia tego operatora by÷fakt, ·ze funkcja logarytmiczna jest do-
br ¾a aproksymacj ¾a jasnósci, czyli wra·zeniu jakie wywo÷uje w ludzkim uk÷adzie widzenia
luminancja.
Metoda przedstawiona przez Schlicka w pracy [21] z za÷o·zenia zachowuje si¾e podob-

nie do mapowania logarytmicznego, przy czym jest od niego du·zo mniej kosztowna.
Korzysta ona z nast¾epuj ¾acej funkcji mapuj ¾acej:

Ld =
pLw

pLw � Lw + Lwmax
(2.5)

gdzie p 2 [1;1) a jego dok÷adn ¾a wartóśc okrésla wzór:

p =
MLwmax �MLwmin
NLwmin �MLwmin

� MLwmax
NLwmin

(2.6)

w którym N to liczba ró·znych jasnósci obrazu wyj́sciowego (zwykle przyjmuje si¾e 256),
a M to najciemniejszy odcień szarósci postrzegany na monitorze jako ro·zny od czerni.

Rysunek 2.12: Obrazek s÷u·z ¾acy do wyznaczania najciemniejszego, odró·znialnego
od czerni, odcienia szarósci. Obrazek z pracy [21].

Sposób wyznaczania parametru p z równania 2.6 sprawia, ·ze najmniejsza niezerowa
luminancja sceny wej́sciowej Lwmin odwzorowana jest na najciemniejszy nie czarny
odcień szarósci M . Wartóśc M zale·zy od ustawień i charakterystyk konkretnego
monitora. Mo·zna j ¾a wyznaczýc w nast¾epuj ¾acy interaktywny sposób: u·zytkownikowi
przedstawiona jest czarna prostok ¾atna plansza, a na niej kolejne, coraz ciemniejsze,
szare kwadraty. U·zytkownik wybiera najciemniejszy widoczny kwadrat a jego jasnóśc
przypisana zostaje parametrowi M . Regularne rozmieszczenie kwadratów mog÷oby
powodowác, ·ze wybierany by÷by kwadrat czarny, dlatego s ¾a one rozmieszczone losowo.
Przyk÷adow ¾a plansz¾e przedstawia rys. 2.12.
Dzi¾eki opisanym parametrom p i M , niezale·znie od warunków, w mapowanych

obrazach zachowywany jest ten sam poziom detali.
Przedstawiony operator mo·zna nazwác monotonicznym. Luminancje Lw1 i Lw2

takie, ·ze Lw1 � Lw2, zostan ¾a odwzorowane przez operator na wartósci Ld1 i Ld2,
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Rozdzia÷2. Metody mapowania tonów

spe÷niaj ¾ace Ld1 � Ld2. Wzrok ludzki nie jest monotoniczny. Jasnóśc obserwowanej
sceny w du·zym stopniu zale·zy od otoczenia. W celu odwzorowania monotonicznósci
wzroku autor, dla ka·zdego piksela obrazu, mody�kuje parametr p. Korzysta przy tym
z przybli·zonej wartósci luminancji adaptacyjnej piksela. Mody�kacja Schlicka dzia÷a
w nast¾epuj ¾acy sposób: gdy luminancja adaptacyjna jest ma÷a, wtedy piksel powinien
býc postrzegany jako jásniejszy, co oznacza, ·ze p0 (zmody�kowana wartóśc p) powinna
býc mniejsza. Dla wysokich wartósci luminancji adaptacyjnej ma miejsce sytuacja
odwrotna. Do oceny jasnósci piksela u·zywa si¾e luminancji średniej:

Lmid =
p
LwminLwmax. (2.7)

Jésli La=Lmid jest mniejsze od 1, wtedy piksel uwa·za si¾e za ciemny, w przeciwnym
wypadku piksel uwa·za si¾e za jasny. Parametr p0 de�niujemy jako:

p0 = p

�
1� k + k La

Lmid

�
(2.8)

gdzie k 2 [0; 1], okrésla si÷¾e z jak ¾a mody�kujemy p. Jésli k = 0, wtedy p0 = p. Schlick
u·zywa÷parametru k = 0:5. Wartóśc luminancji adaptacyjnej aproksymowana zosta÷a
przez luminancj¾e w pikselu, czyli La(k) = Lw(k) dla piksela k.

2.3.1. Post¾epowanie z kolorami

Wi¾ekszóśc operatorów mapowania tonów, tak jak operator Schlicka, dzia÷a jedynie
na luminancji, czyli na odcieniach szarósci. Aby rozszerzýc dzia÷anie operatorów na
obrazy w formacie RGB wykonuje si¾e nast¾epuj ¾ace czynnósci: najpierw dla wszystkich
pikseli obrazu obliczamy luminancje Lw, nast¾epnie mapujemy luminancj¾e. Otrzymu-
jemy w ten sposób Ld. Ostatni krok polega na mno·zeniu ka·zdego z kana÷ów RBG,
wszystkich pikseli, przez wspó÷czynnik Ld=Lw. Tego sposobu u·zywa Schlick, jest on
równie·z u·zywany przez cz¾éśc metod przedstawionych w dalszym ci ¾agu pracy. Pozosta÷e
metody obchodz ¾a si¾e z kolorem inaczej. Transformuj ¾a kolor z formatu RGB do XYZ
lub Yxy (Y jest równe lumianacji Lw). Nast¾epnie mapuj ¾a Lw, nie zmieniaj ¾ac przy tym
pozosta÷ych sk÷adowych (XZ lub xy), otrzymuj ¾a Ld, poczym wykonuj ¾a transformacj¾e
odwrotn ¾a z XYZ (lub Yxy) do RGB.
Transformacj¾e koloru z przestrzeni RGB do XYZ przestawia poni·zsze równanie:24 XY

Z

35 =M
24 RG
B

35 (2.9)

wartósci wspó÷czynników macierzy M mog ¾a si¾e zmieniác w zale·znósci od przyj¾etego
luminantu i luminoforu (substancji wytwarzaj ¾acej świat÷o w monitorach). W tej pracy
u·zywác b¾edziemy, za Reinhardem, nast¾epuj ¾acych wartósci wspó÷czynników M :

M =

24 0:5141364 0:3238786 0:16036376
0:265068 0:6702343 0:06409157
0:0241188 0:1228178 0:84442666

35 . (2.10)
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2.4. Metoda G. Warda et al. z 1997 roku

Transformacja odwrotna, z XYZ do RGB, u·zywa macierzy M�1 o wspó÷czynnikach:

M�1 =

24 2:5651 �1:1665 �0:3986
�1:0217 1:9777 0:0439
0:0753 �0:2543 1:1892

35 . (2.11)

2.4. Metoda G. Warda et al. z 1997 roku
W obr¾ebie przetwarzania obrazu powsta÷o wiele metod s÷u·z ¾acych do polepszenia kon-
trastu obrazu. Jedn ¾a z najbardziej znanych jest metoda wyrównywania histogramu.
W metodzie tej rozk÷ad poziomów szarósci obrazu jest wyrównywany na ca÷ym mo·zli-
wym zakresie, czego skutkiem jest lepsze wykorzystanie zakresu i zwi¾ekszenie kontrastu
obrazu. Metoda mapowania tonów zaprezentowana przez Warda et al. w [25] sk÷ada
si¾e z dwóch kroków. Pierwszym jest zmniejszanie kontrastu oparte na wyrównywa-
niu histogramu, nazwane przez autorów poprawianiem histogramu (ang. histogram
adjustment). Drugim jest dodanie efektów symuluj ¾acych specy�czne cechy ludzkiego
widzenia, takie jak zmiana ostrósci widzenia, zmiana postrzegania kolorów, odblaski.

2.4.1. Poprawianie histogramu

Pierwszym krokiem poprawianiem histogramu jest oczywíscie stworzenie samego his-
togramu. Ward et al. oblicza histogram z przybli·zonych wartósci luminancji adapta-
cyjnych obrazu wej́sciowego, a dok÷adniej z ich logarytmów, czyli jasnósci.
W celu wyznaczenia luminancji adaptacyjnych autorzy korzystaj ¾a z faktu, ·ze naj-

wi¾ekszy wp÷yw na wartóśc luminancji adaptacyjnej ma w poziomie fotopowym (czyli
równie·z tym emitowanym przez monitory) obraz odbierany przez do÷ek środkowy (ang.
fovea) obejmuj ¾acy ok. 1 stopień k ¾ata widzenia. Obliczenie luminancji adaptacyjnych
sprowadza si¾e do odpowiedniego przeskalowania obrazu wej́sciowego, tak aby rozmiar
ka·zdego piksela odpowiada÷w przybli·zeniu jednemu stopniowi k ¾ata widzenia. Post¾epo-
wanie takie wymaga znajomósci pionowego i poziomego k ¾ata widzenia. Dok÷adne ich
wartósci cz¾esto nie s ¾a znane, mog ¾a si¾e one mocno zmnieniác w zale·znósci od obrazu
wej́sciowego, dlatego, jésli nie s ¾a znane trzeba przyj ¾ác wartósci orientacyjne. Dla
danych wymiarów obrazu wej́sciowego i k ¾atów widzenia autorzy u·zywali nast¾epuj ¾acej
formu÷y do obliczania wymiarów obrazu luminancji adaptacyjnych:

S =
2 tan(�=2)

0:01745
(2.12)

gdzie S to wysokóśc lub szerokóśc w pikselach, � to pionowy lub poziomy k ¾at widzenia
a 0.01745 to liczba liczba radianów w jednym stopniu ( �

180
). Korzystaj ¾ac z powy·zszej

formu÷y otrzymujemy obraz, w którym piksele blisko środka obrazu b¾ed ¾a odpowiadác
rozmiarowi dok÷adnie jednego stopnia k ¾ata widzenia, a im bli·zej brzegów obrazu pik-
sele b¾ed ¾a odpowiadác coraz mniejszemu wycinkowi pola widzenia. Dodatkowo, przez
nieliniowóśc formu÷y 2.12 obraz b¾edzie mia÷inne proporcje od wej́sciowego, co stanowíc
b¾edzie pewne utrudnienie w dalszych etapach metody. W zwi ¾azku z powy·zszymi
wadami przekszta÷cenia 2.12 w implementacji metody u·zy÷em innego, prostszego podej-
ścia. Wysokóśc i szerokóśc obrazu adaptacyjnego równa jest odpowiednio pionowemu i
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poziomemu k ¾atowi widzenia. Sposób ten równie·z nie jest dok÷adny jednak u÷atwi dal-
sze korzystanie z obrazu. Przy skalowaniu u·zywany jest �ltr prostok ¾atny (ang. box
filter), w którym ka·zdy piksel ma jednakow ¾a wag¾e.
Jak ju·z wczésniej zaznaczy÷em histogram obliczany b¾edzie nie z wartósci luminancji

adaptacyjnych La ale z odpowiadaj ¾acych im jasnósci, czyli logarytmów luminancji
adaptacyjnej Ba = log(La). Umo·zliwi to lepsze (bardziej jednorodne) odwzorowanie
rozk÷adu luminancji na szerokim zakresie. Wymaga to ustalenia minimalnej i maksy-
malnej wartósci luminancji Lwmin i Lwmax. Jako minimum ustalamy wi¾eksz ¾a z wartósci
10�4 cd=m2 (dolny próg ludzkiego widzenia) lub najmniejsz ¾a wartóśc z obliczonych lu-
minancji adaptacyjnych. Za maksimum przyjmujemy najwi¾eksz ¾a wartóśc luminancji
adaptacyjnej.
Histogram obliczany jest na przedziale od Lwmin do Lwmax. Przedzia÷ten dzielony

jest na N równej d÷ugósci podprzedzia÷ów (g¾estóśc histogramu) b1, b2, ..., bN tak, ·ze
b1 = [Bwmin; Bwmin +�b], a bN = [Bwmax ��b; Bwmax], gdzie

�b =
Bwmax �Bwmin

N
(2.13)

czyli jest to rozmiar d÷ugóśc ka·zdego z podprzedzia÷ów histogramu w skali logaryt-
micznej, Bwmax = log(Lwmax) oraz Bwmin = log(Lwmin). N jest zwykle równe 100. His-
togram okrésla funkcja f(bi) zwracaj ¾aca liczb¾e pikseli obrazu adaptacyjnego, których
luminancja miésci si¾e w przedziale bi.
Maj ¾ac ju·z histogram obliczamy dystrybucj¾e kumulacyjn ¾a jako:

P (bi) =

P
bj<bi

f(bj)

T
(2.14)

gdzie

T =
X
bi

f(bi)

czyli T to liczba wszystkich próbek (pikseli obrazu adaptacyjnego). W pó́zniejszej
fazie poprawiania histogramu przydatna b¾edzie pochodna dystrybucji kumulacyjnej.
Autorzy przybli·zaj ¾a j ¾a nast¾epuj ¾acym wzorem:

dP (bi)

db
=
f(bi)

T�b
(2.15)

gdzie �b to okréslony wzorem 2.13 rozmiar pojedyńczego podprzedzia÷u.
Zwyk÷e wyrównywanie histogramu korzystaj ¾ac z dystrybucji kumulacyjnej zde�-

niowác mo·zna jako:
Bd = Bdmin + [Bdmax �Bdmin]P (Bw) (2.16)

gdzie Bdmax = log(Ldmax) i Bdmin = log(Ldmin) czyli jest to odpowiednio najwi¾eksza i
najmniejsza wýswietlana jasnóśc.
Metoda ta zmniejsza przedzia÷zakresu monitora przeznaczony do odwzorowywania

jasnósci rzadko wyst¾epuj ¾acych, zmniejszaj ¾ac tym samym ich kontrast. Jednoczésnie
zwi¾eksza ona przedzia÷zakresu przeznaczony dla jasnósci cz¾ésciej wyst¾epuj ¾acych. Mo·ze
to prowadzíc do zbytniego zwi¾ekszenia kontrastu niektórych rejonów obrazu i nie natu-
ralnego ich wygl ¾adu. Ilustruje to rys. 2.13. Z lewej strony rysunku widzimy obrazek
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Rysunek 2.13: Porównanie rezultatów mapowania liniowego (lewa strona), zwyk÷ego
wyrównywania histogramu (́srodek), i mapowania histogramowego z liniowym
ograniczeniem (prawa strona). Wszystkie obrazki z pracy [25].

odwzorowany operatorem liniowym. Nie mo·zna na nim rozró·zníc szczegó÷ów przy lam-
pach, jednak ca÷a reszta obrazka wygl ¾ada zadowalaj ¾aco. Obrazek środkowy zosta÷
zmapowany za pomoc ¾a wyrównywania histogramu przedstawionego wy·zej. Lampy i
ich otoczenie wygl ¾adaj ¾a dobrze, jednak na kafelkach wewn ¾atrz kabiny pojawiaj ¾a si¾e
nienaturalnie wygl ¾adaj ¾ace plamy. S ¾a to podobne jasnósci, relatywnie licznie reprezen-
towane w ca÷ym obrazie przez co odwzorowane na du·zym przedziale jasnósci monitora.
Aby wyeliminowác opisany problem autorzy wprowadzili ograniczenie: dla ·zadnego

przedzia÷u jasnósci kontrast nie powinien býc wi¾ekszy od tego, który daje mapowanie
liniowe. B¾edziemy je dalej nazywác ograniczeniem liniowym. Mo·zna je zapisác jako:

dLd
dLw

=
Ld
Lw
. (2.17)

Czyli pochodna z luminancji wyj́sciowej po luminancji wej́sciowej nie mo·ze býc wi¾ek-
sza od luminanjcji wyj́sciowej podzielonej przez luminancj¾e wej́sciow ¾a. Równanie 2.16
jest funkcj ¾a luminancji wyj́sciowej od luminancji wej́sciowej. Obliczaj ¾ac jej pochodn ¾a
i korzystaj ¾ac z równania 2.15 przekszta÷camy liniowe ograniczenie z 2.17 do sta÷ego
ograniczenia postaci:

f(bi) �
T�b

Bdmax �Bdmin
. (2.18)

Jésli warunek ten b¾edzie spe÷niony dla wszystkich przedzia÷ów bi, otrzymany histogram
nie b¾edzie nadmiernie zwi¾ekszác kontrastu.
Aby ze zwyk÷ego histogramu otrzymác histogram liniowo ograniczony, wszystkie

f(bi), które nie spe÷niaj ¾a warunku 2.18 zostaj ¾a zmniejszone tak, aby by÷y równe ograni-
czeniu. Powoduje to zmian¾e ca÷kowitej liczby próbek T a co za tym idzie wartósci
ograniczenia. Dlatego post¾epowanie jest iteracyjnie powtarzane z now ¾a wartósci ¾a
ograniczenia do momentu kiedy nie wi¾ecej ni·z 2.5% pocz ¾atkowej liczby próbek przekra-
cza ograniczenie. Liczba 2.5 to arbitralnie wybrana ma÷a wartóśc. Jej zmiana nie
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powoduje nie powoduje istotnych ró·znic w dzia÷aniu algorytmu. Pseudokod procedury
wygl ¾ada nast¾epuj ¾aco:
1. void OgraniczenieHistogramu()
2. tolerancja = 2.5% * T
3. repeat
4. reszta = 0
5. oblicz now¾a wartość T
6. if(T < tolerancja)
7. return
8. for(i = 1..N)
9. oblicz ograniczenie
10. if(f(bi) > ograniczenie)
11. reszta += f(bi) - ograniczenie
12. f(bi) = ograniczenie
13. until(reszta <= tolerancja)
14. return

Procedura ta nie b¾edzie zbie·zna i zakończy si¾e wyj́sciem w linii 6 tylko gdy zakres
obrazu wej́sciowego jest mniejszy od zakresu monitora. Dlatego przed uruchomieniem
procedury nale·zy to sprawdzíc i ewentualnie u·zýc mapowania liniowego.
Ca÷a metoda tworzenia histogramu razem z jego mody�kacj ¾a nazywana jest przez

autorów poprawianiem histogramu. Rezultat jej dzia÷ania przedstawiony jest z prawej
strony rys. 2.13.

2.4.2. Symulacja ludzkiego widzenia

Pierwsz ¾a cech ¾a charakterystyczn ¾a symulowan ¾a w metodzie Warda et al. b¾edzie zmiana
czu÷ósci widzenia wraz ze zmian ¾a jasnósci sceny, nast¾epnie dodana zostanie symulacja
odblasków, wra·zliwósci na kolory i ostrósci widzenia.

Poprawianie histogramu z uwzgl¾ednieniem czu÷ósci widzenia

Czu÷óśc widzenia okrésla, opisana ju·z w rozdziale pierwszym, krzywa JND. Przed-
stawia ona najmniejsz ¾a rozró·znialn ¾a luminancj¾e dla danej luminancji adaptacyjnej.
Dok÷adniej mówi ¾ac s ¾a to dwie krzywe, pierwsza okrésla czu÷óśc pr¾ecików, druga czop-
ków, przecinaj ¾a si¾e one dla logarytmu luminancji adaptacyjnej równego 10�0:0184 cd=m2.
Dla u÷atwienia korzystania z krzywych autorzy ÷¾acz ¾a je w jedn ¾a krzyw ¾a, oznaczon ¾a jako
�Lt, która dla danej luminancji adaptacyjnej przyjmuje wartósci bardziej czu÷ej z krzy-
wych. Dodatkowo po÷¾aczona krzywa przybli·zana jest ÷aman ¾a sk÷adaj ¾ac ¾a si¾e z pi¾eciu
segmentów. Aproksymacja �Lt wyg÷ada nast¾epuj ¾aco:

log10 (�Lt (La)) (2.19)

=

8>>>><>>>>:
�2:86 , log10(La) < �3:94
(0:405 log10(La) + 1:6)

2:18 � 2:86 , �3:94 � log10(La) < �1:44
log10(La)� 0:395 , �1:44 � log10(La) < �0:0184
(0:249 log10(La) + 0:65)

2:7 � 0:72 , �0:0184 � log10(La) < 1:9
log10(La)� 1:255 , log10(La) � 1:9

Aby zagwarantowác, ·ze kontrast w obrazie wyj́sciowym nie b¾edzie wi¾ekszy od postrze-
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2.4. Metoda G. Warda et al. z 1997 roku

ganago w rzeczywistej scenie autorzy wprowadzili nowe ograniczenie postaci:

dLd
dLw

� �Lt(Ld)

�Lt(Lw)
. (2.20)

Przekszta÷caj ¾ac wzór 2.20 otrzymujemy ograniczenie:

f(bi) �
�Lt(Ld)

�Lt(Lw)
� T�bLw
(Bdmax �Bdmin)Ld

(2.21)

gdzie Ld = exp(Bd), a Bd okrésla równanie 2.16.
Tak jak w przypadku ograniczenia liniowego musimy iteracyjnie zmniejszác liczb¾e

próbek w tych przedzia÷ach histogramu, które nie spe÷niaj ¾a nierównósci 2.21. Mo·zemy
w tym celu ponownie wykorzystác procedur¾e OgraniczenieHistogramu(), zamieniaj ¾ac
tylko ograniczenie liniowe z w÷ásnie przedstawionym.
Dzia÷anie poprawiania z uwzgl¾ednieniem czu÷ósci jest najlepiej widoczne gdy lumi-

nancje adaptacyjne obrazu wej́sciowego ró·zni ¾a si¾e mocno od luminancji adaptacyjnych
na monitorze. Rysunek rys. 2.14 przedstawia porównanie rezultatów mapowania sceny,

Rysunek 2.14: Porównanie dzia÷ania ograniczenia liniowego (lewa strona) i ograniczenia
uwzgl¾edniaj ¾acego czu÷óśc wzroku (prawa strona), dla sceny z rys. 2.13 o luminancji
podzielonej przez 100. Obrazki z pracy [25].

której luminancja zosta÷a 100-krotnie zmniejszona. Lewa strona zosta÷a zmapowana z
ograniczeniem liniowym (nierównóśc 2.18), po prawej znajduje si¾e wynik mapowania
z ograniczeniem z uwzgl¾ednieniem czu÷ósci widzenia (nierównóśc 2.21). Jak widác
du·za zmiana bezwzgl¾ednej wartósci luminancji wogóle nie zmienia rezultatu dzia÷ania
mapowania z ograniczeniem liniowym. Wad¾e t¾e eliminuje mapowanie z uwzgl¾ednieniem
czu÷ósci, które zmniejsza kontrast w wi¾ekszej cz¾esci sceny, przez co sprawia wra·zenie
ciemniejszej.

Symulacja odblasków

Mocne źród÷a świat÷a w obrze·zach pola widzenia , jak wspomniano w rozdziale pier-
wszym, mog ¾a prowadzíc do zmniejszenia kontrastu w obserwowanej scenie.
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W celu odwzorowania powy·zszego zjawiska autorzy skorzystali ze zmody�kowanej
de�nicji luminancji adaptacyjnej, uwzgl¾edniaj ¾acej źród÷a odblasków. Wygl ¾ada ona
nast¾epuj ¾aco:

La = 0:913Lf +
K

�

Z
�>�f

Z
L(�; �)

�2
cos(�) sin(�)d�d� (2.22)

gdzie La to ostateczna luminancja adaptacyjna, Lf to średnia luminancja odbierana
przez plamk¾e ·zó÷t ¾a, czyli to co wczésniej nazywalísmy luminancj ¾a adaptacyjn ¾a, L(�; �)
to luminancja w kierunku (�; �), �f to po÷owa k ¾ata plamki ·zó÷tej (ok. 0:5 stopnia, czyli
0:00873 radiana), K to sta÷a zmierzona przez Holladay�a równa 0:0096. Luminancji
spoza środka pola widzenia stanowi mniej ni·z 9% ca÷kowitej luminancji adaptacyjnej,
st ¾ad sta÷a 0:913 przy Lf . Ca÷k¾e z równania 2.22 autorzy przybli·zyli w nast¾epuj ¾acy
sposób:

Lvi = 0:087

P
j 6=i

Lj cos(�i;j)

�2i;jP
j 6=i

cos(�i;j)

�2i;j

(2.23)

gdzie Lvi to luminancja spoza punktu i, Lj to podstawowa luminancja adaptacyjna,
czyli wartósci j-tego piksela z obrazku luminancji adaptacyjnych, a �ij to k ¾at mi¾edzy
pikselem i a j w radianach.
Symulacjaodblasków polega na obliczeniu Lvi zgodnie z wzorem 2.23, tworz ¾ac tym

samym obraz odblasków o rozdzielczósci takiej samej jak obraz luminancji adapta-
cyjnych. Nast¾epnie dodajemy do oryginalnych luminancji lumianancj¾e odblasków:

Lpvk = 0:913Lpk(k) + Lv(k) (2.24)

gdzie Lpvk to luminancja wej́sciowa z uwzgl¾ednieniem odblasków w punkcie k, Lpk(k) to
luminancja świata w punkcie k a Lv(k) to luminancja odblasków interpolowana dwu-
liniowo z czterech najbli·zszych punktów obrazu odblasków. Dodatkowo zmody�kowany
powinien zostác obraz luminancji adaptacyjnych w ten sam sposób co obraz wej́sciowy
ale bez interpolacji. Tak zmody�kowanych obrazów nale·zy u·zýc do stworzenia his-
togramu i wykonania dalszych faz metody.
Lewa strona rys. 2.15 przedstawia rezultat dzia÷ania metody z dodanym symu-

lowaniem odblasków. W otoczeniu lamp kontrast jest zmniejszony przez otaczaj ¾ac ¾a je
póswiat¾e, ale póswiata szybko si¾e zmniejsza i reszta sceny oddalona od lamp wygl ¾ada
tak jak wczésniej.

Wra·zliwóśc na kolory

Symulowanie utraty rozró·zniania kolorów w ciemnym otoczeniu odbywa si¾e przez za-
mian¾e barwy piksela z obrazu wej́sciowego przez odpowiedni odcień szarósci jésli lumi-
nancja piksela miésci si¾e w obszarze skotopowym, oraz przez interpolacj¾e mi¾edzy barw ¾a
skotopow ¾a (odcieniem szarósci) i barw ¾a fotopow ¾a w przedziale luminancji mezopowych.
Dla luminancji mniejszych od 0:0056 cd=m2, gdy aktywne s ¾a tylko pr¾eciki, kolor z
obrazu wej́sciowego zast¾epowany jest odcieniem szarósci okréslonej przez luminancj¾e
skotopow ¾a, któr ¾a przybli·zýc mo·zna w nast¾epuj ¾acy sposób:

Lscot = Y

�
1:33(1 +

Y + Z

X
)� 1:68

�
(2.25)
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Rysunek 2.15: Rezultaty symulacji odblasków (lewa strona), zmiany postrzegania
kolorów razem z odblaskami (́srodek), oraz zmiany ostrósci widzenia razem ze
zmian ¾a postrzegania kolorów i odblaskami (prawa strona).

gdzie Lscot to luminancja skotopowa a X, Y , Z to kolor piksela w modelu CIE XYZ
(Y to luminancja). Dla luminancji wi¾ekszych od 5:6 cd=m2, gdy aktywne s ¾a tylko
czopki, u·zywamy zwyk÷ej luminancji i koloru, czyli piksele obrazu wej́sciowego po-
zostaj ¾a bez zmian. Mi¾edzy 0.0056 cd/m2 a 5.6 cd/m2, w przedziale mezopowym, ak-
tywne s ¾a zarówno czopki jak i pr¾eciki. Wartóśc pikseli w tym przedziale jest liniowo
interpolowana, w zale·znósci od luminancji, mi¾edzy kolorem z przedzia÷u skotopowego
i mezopowego.
Środkowa cz¾éśc rys. 2.15 przedstawia rezultat dzia÷ania metody z symulowaniem

odblasków oraz wra·zliwósci na kolory dla obrazu testowego o stukrotnie zmniejszonej
luminancji. Jak widác w jasnych obszarach obrazka, przy lampach kolory s ¾a dobrze
widoczne i stopniowo ich widzialnóśc s÷abnie w coraz ciemniejszych obszarach sceny.

Ostróśc widzenia

Poza zmianami w postrzeganiu kontrastu i koloru, wzrok ludzki, wraz ze zmniejszaniem
si¾e jasnósci otoczenia, traci ostróśc widzenia. Zale·znóśc ostrósci widzenia od luminancji
adaptacyjnej przedstawia rys. 1.9 z rozdzia÷u pierwszego. Ward et al., w celu zasy-
mulowania zmiany ostrósci widzenia u·zyli nast¾epuj ¾acej aproksymacji krzywej z rys.
1.9:

R(La) � 17:25 arctan(1:4 log10(La) + 0:35) + 25:72 (2.26)
gdzie R(La) to ostróśc widzenia w cyklach na stopień.
Symulacja zmiany widzenia przebiega nast¾epuj ¾aco: dla ka·zdego piksela obrazu obli-

czamy odpowiadaj ¾ac ¾a mu luminancj¾e adaptacyjn ¾a przez interpolacj¾e czterech najbli·z-
szych pikseli z obrazu luminancji adaptacyjnych. Nast¾epnie, dla obliczonej luminancji
adaptacyjnej obliczamy wartóścR(La). W zale·znósci od wartósci R(La) oryginalne pik-
sele zast¾epowane s ¾a przez piksele odpowiednio rozmyte (�zblurowane�). Wartósci pik-
seli rozmytych obliczane s ¾a przy u·zyciu piramidy obrazu (ang. image pyramid, opisy-
wane m. in. w [5]). Ka·zdy z poziomów piramidy jest obrazem o coraz wi¾ekszym rozmy-
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ciu, czyli o coraz mniejszej ostrásci. Interpoluj ¾ac wartósci pikseli mi¾edzy poszczegól-
nymi poziomami piramidy mo·zemy otrzymác piksele o dowolniej ostrósci (oczywíscie
nie wi¾ekszej od ostrósci oryginalnego obrazu). Powy·zszy proces jest bardzo podobny
do cz¾esto stosowanego obecnie �ltrowania trójliniowego (ang. trilinear filtering) i
mip map.
Rezultatem dzia÷ania powy·zszej procedury jest obraz, którego ostróśc zmniejsza si¾e

w najciemniejszych obszarach scen, i pozostaje niezmianiona w obszarach o normalnej
jasnósci. Ilustruje to prawa cz¾éśc rysunku rys. 2.15.

2.4.3. Ca÷¾a metoda

W celu uzyskania odpowiedniego rezultatu opisane wczésniej cz¾ésci sk÷adowe metody
musz ¾a býc wykonane w odpowiedniej kolejnósci. Kolejnóśc ta przedstawiona jest w
poni·zszej procedurze:
1. void Mapuj()
2. oblicz obraz luminancji adaptacyjnych
3. oblicz obraz odblasków
4. dodaj odblaski do obrazu luminancji adaptacyjnych
5. dodaj odblaski do obrazu wejściowego
6. symuluj zmian¾e ostrości
7. symuluj wra·zliwość na kolory
8. oblicz histogram
9. popraw histogram z uwzgl¾ednieniem czu÷ości widzenia
10. zastosuj histogram

Jest to kolejnóśc dla pe÷nej metody. Jésli nie zale·zy nam na symulowaniu ludzkiego
widzenia mo·zemy pomin ¾ác linie 3, 4, 5, 6, 7, lub tylko cz¾éśc z nich jésli jestésmy
zainteresowani tylko cz¾ésci ¾a efektów.

2.5. Metoda J. Tumblina i G. Turka z 1999 roku
Metoda przedstawiona przez J. Tumblina i G. Turka w pracy [24] násladuje tech-
nik¾e malarsk ¾a. W celu zachowania perceptualnej zgodnósci malowanej sceny i obrazu
artysta zwykle maluje od najogólniejszych do najdok÷adniejszych elementów. Tworzy
w ten sposób hierarchi¾e warstw sk÷adaj ¾acych si¾e z kraw¾edzi i cieniowań sceny. Zaczyna
od szkicu, zawieraj ¾acego tylko ostro zarysowane kraw¾edzie otaczaj ¾ace du·ze g÷adko
cieniowane obszary, przedstawia najbardziej kontrastowe i najwa·zniejsze elementy.
Nast¾epnie stopniowo dodaje kolejne kraw¾edzie i odcienie, wype÷niaj ¾ac wizualnie puste
obszary, jednoczésnie oddaj ¾ac coraz subtelniejsze detale.
Powy·zsza metoda dzia÷a szczególnie dobrze dla scen wysokokontrastowych. Pozwala

na oddzieln ¾a regulacj¾e kontrastu dla ka·zdej warstwy detalu. Malarz mocno zmniejsza
kontrast najogólniejszej warstwy. Nast¾epnie dodaje detale, których kontrast zmniejsza
nieznacznie lub wcale, przez co zapewnia ich dobr ¾a widocznóśc w końcowym obrazie.
Metoda Tumblina i Turka násladuje schemat post¾epowania malarza tworz ¾ac podobn ¾a

hierarchi¾e stopniowo upraszczanych obrazów. Niskokontrastowy obraz wyj́sciowy kon-
struowany jest z hierarchii obrazów przez kompresowanie warstw zawieraj ¾acych naj-
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ogólniejsze elementy, oraz dodanie do nich nieskompresowanych warstw zawieraj ¾acych
mniejsze detale. Do upraszczania obrazów u·zyty zosta÷�ltr nazwany przez autorów
�low curvature image simplifier�, w skrócie LCIS. Filtr ten redukuje obraz do
g÷adkich obszarów ograniczonych ostrymi nieci ¾ag÷ósciami gradientów.

2.5.1. Dyfuzja anizotropowa

Dyfuzja anizotropowa, przedstawiona przez Perone i Malika w [18], jest baz ¾a dla �ltra
LCIS. Metoda ta odnios÷a du·zy sukces wsród �ltrów selektywnie wyg÷adzaj ¾acych
(ang: selective smoothing filter lub edge preserving filter). Jest ona stopniowym,
zale·znym od czasu procesem upraszczania do obrazu o luminancji przedzia÷ami sta÷ej
(rys. 2.16).Zmiana luminancji obrazu w czasie okréslona jest za pomoc ¾a cz ¾astkowych

Rysunek 2.16: Od lewej: oryginalny obraz, dyfuzja izotropiczna, dyfuzja anizotropiczna,
LCIS.

równań ró·zniczkowych. Równania te nale·z ¾a do klasy równań opisuj ¾acych rozchodzenie
si¾e ciep÷a w cia÷ach sta÷ych. Jésli potraktujemy luminancj¾e L(x; y) jako temperatur¾e
w punkcie du·zej, p÷askiej p÷yty zbudowanej z jednakowego materia÷u o takiej samej
grubósci w ka·zdym punkcie, oraz potraktujemy temperatur¾e jako miar¾e przep÷ywu
ciep÷a (ang: heat flow) na jednostk¾e powierzchni, wtedy zmiana L w czasie okréslona
jest jako:

Lt = r � (��) = r � (CrL) (2.27)
Dolne indeksy oznaczaj ¾a pochodne cz¾ésciowe, czyli Lt to (@=@t)L(x; y; t), Lx to
(@=@x)L(x; y; t), Lxx to (@2=@x2)L(x; y; t), itd. C to skalar okréslaj ¾acy przewodnictwo
ciep÷a materia÷u, � to strumień ciep÷a, czyli wektor pr¾edkósci przyp÷ywu ciep÷a.
W tym klasycznym równaniu ciep÷a, przep÷ywa ono z obszarów cieplejszych do ch÷od-

niejszych, czyli od wi¾ekszych L do mniejszych. Ruchy ciep÷a okréslone s ¾a przez wek-
tor strumienia �, przeciwny do wektora gradientu i przeskalowany przez przewod-
nictwo materia÷u, czyli � = �CrL = (�CLx;�CLy). Jésli przewodnictwo jest sta÷e i
równe C0, wtedy równanie 2.27 redukuje si¾e do Lt = C0(Lxx + Lyy). Wraz z up÷ywem
czasu obraz zmienia si¾e tak jakby by÷rozmywany coraz wi¾ekszym �ltrem gausowskim,
zmierzaj ¾ac do obrazu o takiej samej wartósci w ka·zdym pikselu. Szybkóśc wyg÷adza-
nia zale·zy od parametru C. Powy·zszy proces ze sta÷ym C nazywany jest dyfuzj ¾a
isotropow ¾a.
W dyfuzji anizotropowej przewodnictwo zale·zy od obrazu i zmienia si¾e wraz z up-

÷ywem czasu. Okrésla ono lokaln ¾a szybkóśc wyg÷adzania obrazu. Wed÷ug Perony i
Malika [18] w celu znalezienia, utrzymania i wyostrzenia kraw¾edzi powinno zmieniác
si¾e w stosunku odwrotnym do d÷ugósci gradientu w punkcie, poniewa·z d÷ugóśc gra-
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dientu okrésla prawdopodobieństwo, ·ze piksel znajduje si¾e blisko kraw¾edzi. Niskie
przewodnictwo w pobli·zu nieci ¾ag÷ósci gradientów oraz wysokie w pozosta÷ych rejonach,
zachowuje kraw¾edzie i ostre detale jednoczésnie szybko wyg÷adza drobniejsze detale i
faktury mi¾edzy nimi.
W zwi ¾azku z powy·zszym dyfuzj¾e anizotropow ¾a opisuje równanie:

Lt = r � (C(x; y; t)rL) (2.28)

=
@

@x
(C(x; y; t)Lx) +

@

@y
(C(x; y; t)Ly) (2.29)

gdzie C(x; y; t) = g(krLk) = g
�p
L2x + L

2
y

�
, i (wybrane z [18]):

g(m) =
1

1 +
�
m
K

�2 (2.30)

gdzie K to przewodnictwo progowe dla m.
Dyfuzja anizotropowa jest szczególnie interesuj ¾aca poniewa·z obydwie jej cechy chara-

kterystyczne: zachowywanie kraw¾edzi oraz wyg÷adzanie, same si¾e wzmacniaj ¾a. Przed-
stawia to rysunek rys. 2.17. Obszary ma÷ego gradientu maj ¾a wysokie przewodnictwo,
które umo·zliwia tym samym dalsz ¾a redukcj¾e gradientu. Obszary du·zego gradientu
maj ¾a niskie przewodnictwo, co hamuje przep÷yw i tym samym tworzy sta÷¾a barier¾e.
Wysokie przewodnictwo otaczaj ¾ace bariery powoduje utrat¾e ciep÷a z do÷u kraw¾edzi i
nap÷yniecie ciep÷a z góry kraw¾edzi, przez co bariera staje si¾e coraz wi¾eksza i bardziej
stroma. Obszar taki ewoluuje do skokowych nieci ¾ag÷ósci z nieskończonym gradientem i
zerowym przewodnictwem, nazywany �wstrz ¾asem�(ang: shock). W rezultacie, dyfuzja
anizotropowa przekszta÷ca obraz w przedzia÷ami sta÷y, ze skokowymi nieci ¾ag÷ósciami w
rejonach zawieraj ¾acych kraw¾edzie.

Rysunek 2.17: Samowzmacniaj ¾ace si¾e dzia÷anie dyfuzji anizotropowej

Mimo tego, ·ze metoda ta jest stabilna numerycznie i zbie·zna dla t!1 do rozwi ¾aza-
nia przedzia÷ami sta÷ego, Nitzberg i Shiota w pracy [15] pokazali, ·ze dyfuzja ani-
zotropowa jest źle uwarunkowana. Niewielka zmiana obrazu wej́sciowego mo·ze powodo-
wác bardzo du·ze zmiany w obrazie wyj́sciowym. Wstrz ¾asy zwykle formuj ¾a si¾e w
lokalnych maksimach gradientu i odpowiadaj ¾a dok÷adnie kraw¾edziom obrazu. Jednak
tak nie musi býc zawsze. Obszary o wysokim, w przybli·zeniu jednolitym, gradiencie
mog ¾a powodowác powstawanie wstrz ¾asów w dowolnym miejscu tych obszarów. Za-
miast jednej du·zej kraw¾edzi, dyfuzja anizotropowa mo·ze powodowác powstanie kilku
rozmieszczonych pozornie w losowy sposób.
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2.5.2. Filtr LCIS

Na podstawie dyfuzji anizotropowej Tumblin i Turk stworzyli podobne cz ¾astkowe rów-
nanie ró·zniczkowe. Jego dzia÷anie jest równie·z samowzmacniaj ¾ace si¾e. Oparte jest na
pochodnych wy·zszego rz¾edu ni·z dyfuzja anizotropowa. Dyfuzja anizotropowa prowadzi
do powstania obrazu przedzia÷ami sta÷ego poprzez stopniow ¾a zmian¾e gradientów do
zera lub nieskończonósci. Rezultatem dzia÷ania równania Tumblina i Turka jest obraz
przedzia÷ami liniowy powstaj ¾acy przez stopniow ¾a zmian¾e krzywizny do zera lub nie-
skończonósci. Zwykle warunki brzegowe zapobiegaj ¾a rozwi ¾azaniom o zerowych krzy-
wiznach, st ¾ad angielska nazwa metody to �low curvature image simplifier�(LCIS).
Tak jak dyfuzja anizotropowa, LCIS mo·zna traktowác jako opis rozk÷adu ciep÷a

w ciele sta÷ym. Jednak zarówno �si÷y powoduj ¾ace� przemieszczanie si¾e ciep÷a, jak i
przewodnictwo obliczane s ¾a inaczej. Si÷¾a powoduj ¾ac ¾a w dyfuzjii anizotropowej jest
ujemny gradient �rL. W celu wyznaczenia �si÷y powoduj ¾acej�dla LCIS w punkcie
(x; y) obrazu autorzy de�niuj ¾a lini¾e l przez ten punkt, skierowan ¾a w kierunku � i
parametr � okréslaj ¾acy odleg÷óśc na linii l. Obliczamy wartóśc luminancji L� obrazu
wzd÷u·z linii l, poczym znajdujemy jej trzeci ¾a pochodn ¾a, czyli zmian¾e krzywizny w
kierunku �:

A = x0 + � cos � (2.31)
B = y0 + � sin � (2.32)

L�(A;B) = Lx(A;B) cos � + Ly(A;B) sin � (2.33)

=

��
@

@x

�
� cos � +

�
@

@y

�
� sin �

�
L (2.34)

L��� =

��
@

@x

�
� cos � +

�
@

@y

�
� sin �

�3
L (2.35)

gdzie (A;B) to para wspó÷rz¾ednych (x; y) na linii l, L� to pochodna L wzd÷u·z linii l a
L��� to trzecia pochodna wzd÷u·z linii l.
Jésli L��� > 0, to krzywa L�� rósnie w punkcie (x0; y0) linii l, przep÷yw w kierunku

� linii l pomóg÷by wyrównác krzywizn¾e po obu stronach (x0; y0) i zmniejszýc L���. W
zwiazku z powy·zszym si÷¾e powoduj ¾ac ¾a wzd÷u·z linii l okréslác b¾edzie L���, a zsumowane
L��� ze wszystkich kierunków dadz ¾a sk÷adowe x i y wektora si÷y powoduj ¾acej. Aby
sk÷adowe nie myli÷y si¾e z indeksami pochodnych cz¾ésciowych b¾edziemy oznaczali je
jako E (ang: East czyli Wschód) i N (ang: North czyli Pó÷noc) i tak F = (fE; fN)
de�niujemy jako:

fE =
1

�

2�Z
0

L��� cos �d� =
3

4
(Lxxx + Lyyx) , (2.36)

fN =
1

�

2�Z
0

L��� sin �d� =
3

4
(Lxxy + Lyyy) . (2.37)

Przewodnictwo w LCIS okréslone jest tak jak w równaniu 2.30 z parametrem m
spe÷niaj ¾acym równanie:

m2 = 0:5
�
L2xx + L

2
yy

�
+ L2xy (2.38)
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Ogólnie równanie LCIS to:

Lt(x; y; t) = r � (C(x; y; t)F (x; y; t)) (2.39)

gdzie F (x; y; t) = (fE; fN), a C(x; y; t) = g(m) z m obliczonym z równania 2.38.
Podobnie jak du·ze obszary wysokich gradientów mog ¾a powodowác powstawanie

wielu nieprzewidywalnych skoków w przypadku dyfuzjii anizotropowej, tak LCIS mo·ze
powodowác powstawanie skoków w du·zych rejonach jednakowej i du·zej krzywizny. Jed-
nak obszary du·zej krzywizny s ¾a zwykle mniejsze, poniewa·z wymagaj ¾a szerokich prze-
dzia÷ów luminancji. Poza tym skoki te s ¾a mniej widoczne od skoków tworzonych przez
dyfuzj¾e anizotropow ¾a.
Obydwie metody zde�niowane s ¾a dla ci ¾ag÷ych zmiennych x i y. Aby je zaimplemen-

towác trzeba u·zýc ich dyskretnej aproksymacji.

2.5.3. Implementacja LCIS

Do implementacji LCIS autorzy u·zyli jawnego schematu z ustalonym i sta÷ym krokiem
�t. Dla ka·zdego kolejnego t zwi¾ekszanego ka·zdorazowo o �t, obliczany jest nowy
obraz L(t). W ka·zdym przedziale czasowym �t przewodnictwo i przep÷yw s ¾a sta÷e.
Ka·zdy kolejny obraz L(t+�t) zale·zy tylko od poprzedniego obrazu L(t). Ka·zdy piksel
obliczany jest z ustalonego zbioru s ¾asiednich pikseli poprzedniego obrazu.

Rysunek 2.18: Po÷¾aczenia mi¾edzy pikslami (strza÷ki), EW po lewej, NS po prawej. W
ka·zdej iteracji strumień �E obliczany jest z wartósci szarych piksli po lewej stronie
obrazka a �N z szarych piksli po prawej stronie obrazka.

Kontynuuj ¾ac analogi¾e z przep÷ywem, wyobrázmy sobie obraz jako si ¾atk¾e zbiorników
zawieraj ¾acych ciecz. Ka·zdy piksel to osobny zbiornik, zawieraj ¾acy ilóśc cieczy odpowia-
daj ¾ac ¾a luminancji piksela. Piksel jest po÷¾aczony ze swoimi czterema s ¾asiadami. Wy-
miana cieczy (b ¾ad́z ciep÷a) ma miejsce tylko przez po÷¾aczenia mi¾edzy pikselami. Jak
widác na rys. 2.18 piksel P po÷¾aczony jest z pikselami E1, N1, W1 i S1. W ci ¾agu
przedzia÷u czasowego �t przez po÷¾aczenia przep÷ywa strumień �, zmieniaj ¾acy lumi-
nancj¾e źród÷a i zwi¾ekszaj ¾acy luminancj¾e celu. W ka·zdym przedziale czasowym oblicza
si¾e wartóśc strumienia dla ka·zdego po÷¾aczenia, nast¾epnie reguluje si¾e luminancj¾e obrazu
zgodnie z obliczonymi wartósciami strumieni dla po÷¾aczeń, tworz ¾ac w ten sposób nowy
obraz.
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Rozró·zniamy dwa rodzaje po÷¾aczeń: poziome, oznaczone EW (ang: East West,
czyli Wschód Zachód) i pionowe, oznaczone NS (ang: North South, czyli Pó÷noc
Po÷udnie). Lewa strona rys. 2.18 przedstawia po÷¾aczenie EW ÷¾acz ¾ace piksele P i
E1. Strumień �E przep÷ywaj ¾acy przez to po÷¾aczenie obliczany jest z wartósci ósmiu
s ¾asiednich pikseli (piksele oznaczone kolorem szarym i po÷¾aczonych przerywan ¾a lini ¾a
po lewej stronie rys. 2.18). Kierunek strumienia okrésla znak �, jésli �E > 0 to
strumień przep÷ywa z P do E1, zmniejszaj ¾ac P i zwi¾ekszaj ¾ac o tak ¾a sam ¾a wartóśc E1.
Analogicznie po÷¾aczenie NS ÷¾aczy piksele P i N1 a �N > 0 oznacza przep÷yw z P do
N1.
Si÷a powoduj ¾aca w ka·zdym po÷¾aczeniu obliczana jest za pomoc ¾a oszacowań trzecich

pochodnych cz¾ésciowych luminancji obrazu w środkach po÷¾aczeń. Dla po÷¾aczenia EW
mi¾edzy P i E1 jest:

Lxxx = (E2�W1) + 3(P � E1), (2.40)
Lyyx = (NE �N1) + (SE � S1) + 2(P � E1), (2.41)

a dla po÷¾aczenia NS mi¾edzy P i N1:

Lyyy = (N2� S1) + 3(P �N1), (2.42)
Lxxy = (NE � E1) + (NW �W1) + 2(P �N1). (2.43)

Przewodnictwo po÷¾aczeń obliczane jest z przybli·zeń drugich pochodnych cz¾ésciowych.
De�niujemy:

Pxx = E1 +W1� 2P ,
Pyy = N1 + S1� 2P ,
Exx = E2 + P � 2E1,
Eyy = NE + SE � 2E1,
Nxx = NE +NW � 2N1,
Nyy = N2 + P � 2N1,
Nxy = (NE � E1)� (N1� P ),
Sxy = (E1� SE)� (P � S1),
Wxy = (N1� P )� (NW �W1).

Kwadrat parametru m z równania 2.30 wynosi dla po÷¾aczenia EW :

m2
EW = (P 2xx + P

2
yy + E

2
xx + E

2
yy)=4 + (N

2
xy + S

2
xy)=2 (2.44)

i dla po÷¾aczeń NS:

m2
NS = (P

2
xx + P

2
yy +N

2
xx +N

2
yy)=4 + (W

2
xy +N

2
xy)=2. (2.45)

Strumień przep÷ywaj ¾acy przez ka·zde po÷¾aczenie okréslony jest jako �E = �tfECE i
�N = �tfNCN . Autorzy zalecaj ¾a u·zycie �t � 1

32
w celu zachowania stabilnósci. fE i

fN to si÷y powoduj ¾ace zde�niowane w równaniach 2.36 i 2.37. Przewodnictwo po÷¾aczeń
NS i EW to:

CE =
1

1 +
�
mEWDE

K

�2 (2.46)

CN =
1

1 +
�
mNSDN

K

�2 (2.47)
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gdzie mEW i mNS okréslaj ¾a równania 2.44 i 2.45, DE i DN to parametry opisane
poni·zej, pocz ¾atkowo równe 1:0.
Przybli·zanie pochodnych obrazu ró·znicami wartósci pikseli prowadzi do problemu

nazwanego przez autorów wyciekaniem (ang: leakage). Wstrz ¾asy w ci ¾ag÷ym obrazie
s ¾a doskonale nieprzepuszczalne, hamuj ¾ac jakikolwiek przep÷yw. Problem wyciekania
polega na tym, ·ze wstrz ¾asy, zarówno gradientów jak i krzywizn, w dyskretnym obrazie,
w zwi ¾azku ze skończenie ma÷ymi odleg÷ósciami mi¾edzy pikselami, nie s ¾a nieskończone.
Powoduje to tym samym niewielki przep÷yw przez kraw¾edzie. Drobne wycieki nawarst-
wiaj ¾a si¾e wraz z up÷ywem czasu, mo·ze to prowadzíc nawet do ca÷kowitego zaniku nie-
których kraw¾edzi.
Proponowanym przez autorów rozwi ¾azaniem problemu jest dodanie samodostraja-

j ¾acych si¾e parametrów DE i DN do równań 2.46 i 2.47. Obydwa parametry zapami¾e-
tywane s ¾a dla ka·zdego po÷¾aczenia EW i NS odpowiednio. Dzia÷anie parametrów DE

i DN opiera si¾e na obserwacji, ·ze tworzenie si¾e wstrz ¾asów powoduje szybkie oddalanie
si¾e m od wartósci przewodnictwa progowego K. Na kraw¾edziach m zwi¾eksza si¾e szybko
do nieskończonósci, w pozosta÷ych miejscach spada w okolice zera. W celu identy�kacji
i zapobie·zeniu wyciekom, w ka·zdej iteracji metody porównujemy m do K, aby znaléźc
po÷¾aczenia przecinaj ¾ace kraw¾edzie obrazu. Dla tych po÷¾aczeń dostrajamy odpowiednio
DE lub DN tak aby zwi¾ekszýc parametr m i zmniejszýc przewodnictwo do zera. Para-
metry DE i DN rosn ¾a wyk÷adniczo w po÷¾aczeniach o m stale wi¾ekszych od K i ustal ¾a
si¾e w pobli·zu 1:0 jésli m b¾edzie mniejsze od K. Pocz ¾atkowo DE = DN = 1:0 i dalej, w
ka·zdej iteracji zmienia si¾e zgodnie z nast¾epuj ¾ac ¾a de�nicj ¾a:

DE =

�
DE(1:0 +mEW ) () mEW > K
0:9DE + 0:1 () mEW � K (2.48)

DN =

�
DN(1:0 +mNS) () mNS > K
0:9DN + 0:1 () mNS � K

(2.49)

Ka·zde po÷¾aczenie o DE lub DN wi¾ekszym od 10 zaznaczane jest jako graniczne. Do-
datkowo piksele mi¾edzy nimi równie·z zaznaczone zostaj ¾a jako graniczne i wstrzymuje
si¾e wszelki przep÷yw z ich udzia÷em.
Powy·zsze post¾epowanie eliminuje pojawianie si¾e widocznych artefaktów powodowa-

nych przez problem wyciekania.

2.5.4. Redukcja kontrastu

Filtr LCIS násladuje w odwrotnej kolejnósci malowanie obrazu. Stopniowo usuwa
detale z obrazu, zostawiaj ¾ac tylko g÷adkie obszary oddzielone ostrymi kraw¾edziami.
Usuni¾ete detale mo·zna odzyskác przez odj¾ecie od orygina÷u obrazu wyg÷adzonego
LCISem. Nast¾epnie kontynuuj ¾ac schemat post¾epowania malarza, w celu redukcji kon-
trastu, mocno kompresuje si¾e obraz uproszczony i dodaje si¾e do niego lekko lub wcale
nie skompresowany detal.
Ca÷a metoda przedstawiona przez Tumblina i Turka wykorzystuje LCIS kilkakrotnie,

zwykle 4, za ka·zdym razem upraszczaj ¾ac obraz coraz bardziej. Tworzy w ten sposób
ich hierarchi¾e, któr ¾a przedstawia rys. 2.19. Zaczynamy od zlogarytmowania obrazu (lo-
garytmem dziesi¾etnym) tak aby ró·znice pikseli odpowiada÷y bezpósrednio kontrastowi.
LCIS stosowany jest tylko do luminancji obrazu, kolor rekonstruowany jest na końcu
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Rysunek 2.19: Redukcja kontrastu przy u·zyci hierarchii obrazów LCIS.

w sposób przedstawiony przez Schlicka w [21]. Nast¾epnie tworzymy coraz bardziej up-
roszczone obrazy, stosuj ¾ac �ltr LCIS o coraz wi¾ekszych wartósciach K. Zaczynamy od
K0 = 0 (�ltr nie zmienia obrazu), kolejne wartósci K1;2;3 mieszcz ¾a si¾e zwykle mi¾edzy
0:02 a 0:32 (mog ¾a býc równe np. K1 = 0:06, K2 = 0:10, K3 = 0:16). Filtr z najwi¾ek-
szym K tworzy tzw. warstw¾e bazow ¾a. Obliczamy obrazy zawieraj ¾ace coraz wi¾eksze
szczegó÷y (det0, det1, ..., od ang: detail czyli szczegó÷) przez odj¾ecie obrazów Ki od
orygina÷u, z najmniejszymi szczególami w det0. Nast¾epnie kompresujemy ich kontrast,
mno·z ¾ac przez wagi w0;1;2;3 (o wartósciach np. 1:0, 0:8, 0:4, 0:16), w3 = wcolor , dodajemy
do siebie i pot¾egujemy w celu uzyskania skompresowanych luminancji obrazu.

2.6. Metoda E. Reinharda et al. z 2002 roku
Zadanie stawiane przed metodami mapowania tonów, czyli mapowanie potencjalnie
wysoko kontrastowych luminancji świata rzeczywistego na zakres nisko kontrastowy,
jest jednym z zadań fotogra�i. Dlatego te·z metoda przedstawiona przez Reinharda et
al. [20] bazuje na schemacie post¾epowania u·zywanym od dawna w fotogra�i zwanym
systemem strefowym [1]:

2.6.1. System strefowy

System strefowy pomaga przewidziéc fotografowi w jaki sposób luminancja kadrowanej
sceny przeniesiona zostanie na negatyw fotogra�czny. Stref¾e de�niujemy jako rzymsk ¾a
liczb¾e z przypisan ¾a jej luminancj ¾a rzeczywistej sceny oraz odpowiadaj ¾ac ¾a jej re�ek-
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tancj ¾a wydruku. W systemie strefowym wyró·znia si¾e jedenáscie stref od 0 do X. Strefa
0 odpowiada czystej czerni, strefa X czystej bieli, ka·zda kolejna strefa podwaja intensy-
wnóśc poprzedniej. Schemat post¾epowania fotografa jest nast¾epuj ¾acy: fotograf mierzy
luminancj¾e powierzchni, któr ¾a ocenia jako średni ¾a jasnóśc w kadrowanej scenie, jas-
nóśc t ¾a nazywa sie średni ¾a szarósci ¾a (ang: middle � gray), u·zywa si¾e te·z okréslenia
szara kartka Kodaka, zwykle mapuje si¾e j ¾a na V stref¾e, która odpowiada 18% re�ek-
tancji zdj¾ecia. Nast¾epnie fotograf wykonuje pomiary luminancji obszarów, które na
zdj¾eciu mia÷yby býc najjásniejsze i najciemniejsze. Maj ¾ac pomiary jasnych i ciemnych
obszarów, fotograf mo·ze okréslíc zakres dynamiczny kadrowanej sceny. Jésli zakres ten
nie przekracza 9 stref, to przy odpowiednim wyborze średniej szarósci na zdj¾eciu da si¾e
odwzorowác scen¾e bez straty w widocznósci szczegó÷ów poszczególnych powierzchni.
Jésli zakres b¾edzie wiekszy ni·z 9 stref, wtedy cz¾éśc jásniejszych b ¾ad́z ciemniejszych
(lub jednych i drugich) zostanie odwzorowana odpowiednio na czyst ¾a biel, lub na
czyst ¾a czerń. W tych obszarach informacja o fakturze zostanie stracona. Czasami
taka utrata szczegó÷ów jest po·z ¾adana, aby bardzo jasne obiekty, źród÷a świat÷a lub
rozb÷yski zwierciadlane zosta÷y odwzorowane na czyst ¾a biel. W obszarach, na których
tak nie jest, fotograf mo·ze zastosowác technik¾e nazywan ¾a wys÷anianiem i dóswietlaniem
(ang: dodging and burning). Polega to na niedóswietleniu (wys÷onieniu), b ¾ad́z prze-
świetleniu (dóswietleniu) cz¾ésci zdjecia podczas náswietlania. Mo·zna przy jej u·zyciu
ściemníc b ¾ad́z rozjásníc pewne obszary zdj¾ecia tak aby nie by÷y one mapowane na
brzegowe strefy.

2.6.2. Algorytm

Powy·zszy schemat post¾epowania stanowi baz¾e dla operatora Reinharda et al. Auto-
rzy nie starali si¾e dok÷adnie odwzorowác procesu przedstawionego powy·zej, zamiast
tego zapo·zyczyli jego warstw¾e konceptualn ¾a. Na pocz ¾atku skalowali luminancj¾e obrazu
co odpowiada÷o ustawieniu parametrów ekspozycji zdj¾ecia (wielkóśc i czas otwarcia
przys÷ony), Nast¾epnie, jésli by÷o to konieczne u·zywali zautomatyzowanego wys÷aniania
i dóswietlania.
Proces skalowania okrésla równanie:

L(x; y) =
a
�Lw
Lw(x; y) (2.50)

gdzie L(x; y) to przeskalowana luminancja. �Lw to przybli·zenie średniej jasnósci sceny,
zde�niowane wzorem:

�Lw =
1

N
exp

 P
x;y2


log(� + Lw(x; y))

!
(2.51)

gdzie 
 to zbiór wszystkich pikseli, N to liczba wszystkich pikseli obrazu, � to ma÷a
wartóśc, zapobiegaj ¾aca nieoznaczonósci logarytmu, gdy Lw(x; y) jest równe zeru. Para-
metr a okrésla średni ¾a szaróśc obrazu (middle � gray). W normalnych warunkach
chcielibýsmy odwzorowác średni ¾a jasnóśc na typow ¾a średni ¾a szaróśc, czyli 0:18 w skali
od 0 do 1, dlatego zwykle a = 0:18. Jednak w scenach jásniejszych, b ¾ad́z ciemniejszych
ni·z przeci¾etne, średni ¾a jasnóśc obrazu nale·za÷oby odwzorowác na inn ¾a wartóśc a. Ty-
powe wartósci a to 0:18, 0:36, 0:72 oraz 0:09, 0:045. W dalszym ci ¾agu parametr a b¾edzie
nazywany wartósci ¾a kluczow ¾a. Operator 2.50 nie poradzi sobie z cz¾esto spotykanymi
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scenami, których zakres jest standardowy za wyj ¾atkiem kilku bardzo jasnych obszarów.
Tradycyjna fotogra�a radzi sobie z tego rodzaju problemami poprzez kompresj¾e wyso-
kich oraz niskich luminancji. Filmy fotogra�czne maj ¾a krzyw ¾a odwzorowania tonów
kszta÷tu �S�. Autorzy proponuj ¾a prosty operator kompresuj ¾acy tylko wysokie lumi-
nancje, de�niuje go nast¾epuj ¾acy wzór:

Ld(x; y) =
L(x; y)

1 + L(x; y)
(2.52)

luminancja L zaaplikowana do równania 2.52 zostanie przeskalowana w przybli·zeniu
o 1

L
, jésli L jest du·ze, oraz w przybli·zeniu o L w przypadku ma÷ego L. Wzór 2.52

gwarantuje utrzymanie ka·zdej luminancji L w zakresie wýswietlacza (czyli [0::1]), takie
zachowanie nie zawsze jest po·z ¾adane. Aby umo·zliwíc sterowanie od jakiej wartósci lu-
minancja b¾edzie mapowana na czyst ¾a biel równanie 2.52 mody�kuje si¾e do nast¾epuj ¾acej
postaci:

Ld(x; y) =
L(x; y)(1 + L(x;y)

L2white
)

1 + L(x; y)
(2.53)

gdzie Lwhite to najmniejsza luminancja sceny mapowana na czyst ¾a biel. Mapowanie
dla ró·znych wartósci Lwhite. przedstawia rys. 2.20.Dla Lwhite = 1 równanie 2.53 jest

543210

1

0

L

L

L

d

w

LLwhite 1.0 3.0 1

Rysunek 2.20: Funkcja z równania 2.53 dla ró·znych wartósci parametru Lwhilte.

to·zsame z równaniem 2.52. Dla Lwhite = Lwmax, Lwmax mapowane jest na Ldmax, czyli
wykorzystany zostaje ca÷y zakres wýswietlacza. Domýsln ¾a wartóscia Lwhite jest Lwmax.
Dla wielu obrazów powy·zsza technika daje zadowalaj ¾ace rezultaty. Zachowuje detale

w obszarach o niskim kontráscie, kompresuje luminancj¾e sceny do zakresu wýswietlacza.
Jednak nie jest ona w stanie zachowác szczegó÷ów w obszarach o wysokim kontráscie.
Mapowanie takich obrazów wymaga zastosowania metody lokalnej, implementuj ¾acej
wys÷anianie i dóswietlanie (ang: dodging and burning).
W tradycyjnym przys÷anianiu i dóswietlaniu dla ka·zdego obszaru zdj¾ecia czas na-

świetlania mo·ze býc inny. Wyd÷u·zaj ¾ac czas náswietlania jasnych rejonów mo·zna je
przyciemníc (dóswietlanie), na odwrót dany obszar mo·zna rozjásníc skracaj ¾ac jego czas
náswietlania (przys÷anianie). Zautomatyzowanie procesu umo·zliwi kompresj¾e tonów
obrazów HDR nawet o bardzo du·zym zakresie dynamicznym. Proces ten mo·zna
wyobrazíc sobie jako dobieranie wartósci kluczowej (czyli a w równaniu 2.50) dla
ka·zdego piksela obrazu.
Przys÷anianie i dóswietlanie zwykle stosuje sie na ca÷ej powierzchni ograniczonej
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Rysunek 2.21: Zjawisko halo (odwrotne gradienty) wokó÷ zróde÷ swiat÷a.
Z lewej poprawny obraz, w środku lekkie halo, z prawej mocne halo.
Oryginalny obrazek to cornellbox.hdr pobrany ze strony E. Reinharda
(http://www.cs.utah.edu/~reinhard/cdrom/hdr/)

wysokim kontrastem, na przyk÷ad drzewo na tle nieba. Do wyznaczenia powierzchni
Reinhard u·zywa funkcji V zwracaj ¾acej kontrast w pewnym otoczeniu punktu (x; y),
funkcja ta u·zywa �ltrów gausowskich postaci:

Ri(x; y; s) =
1

�(�is)2
exp

�
�x

2 + y2

(�is)2

�
(2.54)

gdzie x; y to wspó÷rz¾edne piksela, s okrésla bazow ¾a wielkóśc �ltra a �i stosunek wielkósci
kolejnych �ltrów. Za pomoc ¾a Ri obliczany jest splot Vi:

Vi(x; y; s) = L(x; y)
Ri(x; y; s) (2.55)

Funkcja V ocenia kontrast w punkcie jako ró·znic¾e dwóch splotów obrazu z ró·znej z
ró·znej wielkósci �ltrami Ri. Ostatecznie V wygl ¾ada nastepuj ¾aco:

V (x; y; s) =
V1(x; y; s)� V2(x; y; s)
2�a=s2 + V1(x; y; s)

(2.56)

gdzie V1 i V2 to funkcje ze wzoru 2.55, a to wartóśc kluczowa, � to parametr odpowie-
dzialny za ostróśc. V1 w mianowniku ma na celu uniezale·znienie wartósci V od ab-
solutnej luminancji, natomiast 2�a=s2 zapobiega przyjmowaniu przez V zbyt du·zych
wartósci gdy V1 jest bliskie zeru.
Obszar niskiego kontrastu to najwi¾eksze otoczenie piksela, w którym nie ma ·zadnych

du·zych zmian kontrastu. Aby obliczýc rozmiar tego obszaru obliczana jest wartóśc V
dla ró·znych wartósci parametru s. V1 okrésla średni ¾a luminancj¾e w otoczeniu piksela
(x; y), V2 równie·z, lecz w wi¾ekszym otoczeniu. Wartósci V1 i V2 powinny býc bardzo
zbli·zone w obszarach o niskim kontráscie i ró·zne w obszarach o wysokim kontráscie.
Aby obliczýc rozmiar najwi¾ekszego obszaru niskiego kontrastu szukamy, zaczynaj ¾ac od
najmniejszego rozmiaru, takiego s aby

jV (x; y; s)j < " (2.57)

by÷o fa÷szywe, gdzie " to ustalona wartóśc progowa.
Maj ¾ac ju·z wyznaczony rozmiar s dla piksela (x; y), V1(x; y; s) mo·zna u·zýc jako śred-

niej luminancji otoczenia. W końcu z operatora globalnego z równania 2.52 otrzymu-
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jemy operator lokalny postaci:

Ld(x; y) =
L(x; y)

1 + V1(x; y; s(x; y))
(2.58)

Dla L < V1 w relatywnie jasnym otoczeniu Ld b¾edzie mniejsze ni·z ta otrzymana z
równania 2.52, sytuacja taka odpowiada dóswietlaniu. Podobnie luminancja piksela
jásniejszego od swojego relatywnie ciemnego otoczenia b¾edzie mniej skompresowana,
czyli piksel zostanie przys÷oniony. W obydwu przypadkach lokalny kontrast zwi¾ekszy
si¾e.
Bardzo wa·zne jest prawid÷owe wyznaczenie s. Jésli jest ono zbyt ma÷e V1 jest zbyt

bliskie L i w rezultacie operator lokalny zochowuje si¾e podobnie do operatora glo-
balnego. Jésli z kolei s jest za du·ze na obrazie powstaj ¾a czarne obwódki (ang: halo
artefacts) wokó÷jasnych obszarów rys. 2.21. Generalnie u·zycie wi¾ekszego rozmiaru
s zwi¾eksza kontrast oraz wyostrza kraw¾edzie. Za pomoc ¾a " z równania 2.57, oraz �
z równania 2.56 mo·zna sterowác ostrósci ¾a kraw¾edzi (rys. 2.22). Zmniejszenie ", tak
samo jak zwi¾ekszenie �, powoduje wybieranie wi¾ekszych s.

Rysunek 2.22: Ró·zne wartósci parametru �. Obrazek z pracy [20].

2.6.3. Szczegó÷y implementacyjne

Autorzy u·zywali nast¾epuj ¾acych ustawień domýslnych :

�" wynosi÷o 0:005,
�� zwykle 8,
� u·zywali �ltrów gausowskich Ri w 8 rozmiarach, najmniejszy mia÷szerokóśc
jednego piksela, najwi¾ekszy 43 piksele, odpowiednie wielkósci �ltrów otrzymali
stosuj ¾ac �1 = 1=2

p
2 � 0:35, �i = �1(1:6)i�1 (i = 2; :::; 8)

�wartóśc kluczowa (parametr a z równania 2.50) by÷a ustalana osobno dla ka·zdego
obrazka

2.7. Metoda F. Duranda i J. Dorsey z 2002 roku
Metoda przedstawiona przez Duranda i Dorseya [10] opiera sie, tak jak metoda

41



Rozdzia÷2. Metody mapowania tonów

Tumblina i Turka [24], na dekompozycji obrazu na warstwy. W odró·znieniu od metody
Tumblina i Turka, obraz rozk÷adany jest tylko na dwie warstwy: warstw¾e bazow ¾a za-
wieraj ¾ac ¾a �ogólne�informacje o obrazie, tzn. poziom jasnósci i mocno widoczne kon-
tury, oraz na warstw¾e zawieraj ¾ac ¾a szczegó÷y. Nast¾epnie zmniejszeniu ulega tylko kon-
trast warstwy bazowej, po czym warstwy s ¾a z powrotem ÷¾aczone. Dzi¾eki zmniejszeniu
kontrastu jedynie warstwy bazowej zachowana zostaje widocznóśc szczegó÷ów. Schemat
dzia÷anie metody przedstawia rys. 2.23.

Warstwa
bazowa

Filtr LLw d

Warstwa
szczegółów

k

Rysunek 2.23: Schemat dzia÷ania operatora dwu warstwowego. k to wspó÷czynnik kom-
presji warstwy bazowej.

2.7.1. Filtr bilateralny

W celu uzyskania warstwy bazowej, nale·zy zastosowác �ltr selektywnie wyg÷adza-
j ¾acy (ang: selective smoothing lub inaczej edge preserving filter). Ma on na celu
wyg÷adzenie ma÷ych wahań jasnósci obrazu, takich jak szum i faktura powierzchni,
jednoczésnie zachowuj ¾ac du·ze wahania, czyli kraw¾edzie. Dzia÷anie �ltra na zwyk÷e
obrazki przedstawia rys. 2.24.
Durand i Dorsey u·zyli �ltra bilateralnego przedstawionego przez Tomasiego i

Manduchiego w 1998 roku [23]. Filtrowanie bilateralne jest alternatyw ¾a dla znanej
w gra�ce komputerowej metody dyfuzji anizotropowej [18], która stanowi podstaw¾e
dla metody Tumblina i Turka przedstawionej w rozdziale 2.5. Sporowadza si¾e ona do
iteracyjnego rozwi ¾azania cz¾ésciowego równania ró·zniczkowego. Atutami �ltra bilate-
ralnego jest nieiteracyjnóśc, prostota i mo·zliwóśc optymalizacji.
Dzia÷anie �ltra polega na zastosowaniu do piksela (x; y) zwyk÷ego �ltra gausowskiego

f , którego wagi zale·z ¾a dodatkowo od okréslonej na luminancji obrazu, funkcji g,
zmniejszaj ¾acej wagi pikseli o du·zej ró·znicy luminancji. Wynikiem dzia÷ania �ltra na
piksel s = (x; y) jest:

J(s) =
1

k(s)

P
p2


f(p� s)g(L(p)� L(s))L(p) (2.59)

gdzie s i p to piksele o wspó÷rz¾ednych (xs; ys) i (xp; yp), k to funkcja normalizuj ¾aca:

k(s) =
P
p2


f(p� s)g(L(p)� L(s)) (2.60)
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Rysunek 2.24: Dzia÷anie �ltra bilateralnego na zwyk÷y obraz. Z lewej oryginalny obraz,
w środku obraz rozmyty zwyk÷ym �ltrem gausowskim, z prawej obraz prze�ltrowany
bilateralnie. Lewy i prawy obrazek zapo·zyczony z pracy [4].

Rysunek 2.25: Filtrowanie bilateralne, z lewej sygna÷nie�ltrowany, w środku �ltr dla
sygna÷u z lewej, po prawej prze�ltrowany sygna÷. Obrazki z pracy [23].

W g÷adkim obszarze piksele w bliskim otoczeniu maj ¾a podobn ¾a luminancj¾e, a �ltr
zachowuje si¾e jak zwyk÷e wyg÷adzanie, úsredniaj ¾ac drobne szumy. W przypadku ostrej
kraw¾edzi mi¾edzy jasnym i ciemnym obszarem (rys. 2.25 lewo), jésli rozwa·zamy piksel
po jasnej stronie, funkcja g b¾edzie zwraca÷a wartósci bliskie 1 dla pikseli le·z ¾acych po
jasnej stronie, oraz wartósci bliskie 0 dla piskli po ciemnej stronie (rys. 2.25 środek).
W rezultacie �ltr zamieni jasny piksel przy kraw¾edzi przez średni ¾a jasnych pikseli z
jego otoczenia, ignoruj ¾ac ciemne piksele (rys. 2.25 prawo) [23].
Zwykle g jest, tak jak f , postaci gausowskiej, wi¾ec:

g(t) = exp

�
� t

2

�2r

�
, (2.61)

f(x; y) = exp

�
�x

2 + y2

�2s

�
(2.62)
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Parametry �r (r od angielskiego range), �s (s od angielskiego spacial) okréslaj ¾a roz-
miary �ltrów.

2.7.2. Przyspieszanie �ltrowania

Implementacja �ltrowania bilateralnego bezpósrednio ze wzoru 2.59 wymaga÷abyO(nm)
czasu, gdzie n to liczba pikseli obrazu, a m to liczba pikseli �ltra f . Autorzy opraco-
wali dwie strategie poprawy szybkósci �ltrowania: przedzia÷ami liniowe aproksymowanie
�ltra i wykonywanie cz¾ésci obliczeń na obrazie o zmniejszonej rozdzielczósci.

Przedzia÷ami liniowy �ltr bilateralny

Obliczanie splotów mo·ze býc znacznie przyspieszone przy u·zyciu szybkiej transformaty
Fouriera (FFT � ang: Fast Fourier Fransform). Zamiast w O(nm) (m to rozmiar
�ltra) obliczenia mo·zna wykonác w czasie O(nlogn), co przy du·zymm daje spory zysk.
Niestety �ltr bilateralny nie jest splotem, poniewa·z zale·zy od luminancji obrazu, na
którym dzia÷a. Powodem tego jest funkcja g pobieraj ¾aca dla punktu s jako arument
ró·znic¾e luminancji L(p)�L(s). Jednak, jésli rozwa·zymy równanie 2.59 dla ustalonego
piksela s, staje si¾e ono splotem funkcji HL(s) postaci:

HL(s) : p! g(L(p)� L(s))L(p)
z �ltrem f . Analogicznie czynnik normalizuj ¾acy k jest splotem funkcji GL(s) postaci:

GL(s) : p! g(L(p)� L(s))
z f .
W zwi ¾azku z powy·zszym ca÷y zakres luminancji sceny dzielony zostaje na

NB_SEGMENTS (liczba segmentów) wartósci fljg. Dla ka·zdej watrósci lj oblicza
si¾e:

J j(s) =
1

kj(s)

P
p2


f(p� s)g(L(p)� L(s))L(p) (2.63)

=
1

kj(s)

P
p2


f(p� s)H lj(p)

oraz

kj(s) =
P
p2


f(p� s)g(L(p)� L(s)) (2.64)

=
P
p2


f(p� s)Glj(p)

Ostatecznie wynikiem dzia÷ania �ltra jest dla piksela s wartóśc liniowo interpolowana
mi¾edzy dwiema wartósciami lj najbli·zszymi L(s). Rysunek rys. 2.26 przedstawia
pseudokod metody. Wykres rys. 2.27 przedstawia wyniki dzia÷ania metody zwyk÷ej i
przedzia÷¾ami liniowej.

Zmniejszenie rozdzielczósci

W celu dalszego przyspieszenia nale·zy zauwa·zýc, ·ze wszystkie operacje, poza ostatni ¾a
interpolacj ¾a, dzia÷aj ¾a na niskie cz¾estotliwósci obrazu. Dlatego jedynie z ma÷¾a strat ¾a
jakósci, mo·zna u·zýc zmniejszonej wersji obrazu do wykonania wszystkich operacji,
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PrzedziałamiLiniowyFiltrBilateralny
(obraz L, filtr fa s , filtr ga r)

J = 0 // zerujemy wszystkie piksle J
for j = 0. .NB_SEGMENTS

lj = minÝLÞ + j × ÝmaxÝLÞ ? minÝLÞÞ/NB_SEGMENTS
G j = ga rÝL ? ljÞ // obliczany ga r w każdym pikslu
Hj = G j × L // obliczamy H w każdym pikslu
K j = G j å fa s // obliczamy czynnik normalizujący
Hj = Hj å fa s

Jj = Hj/K j

J = J + Jj ×InterpolowanaWaga(L, lj)

Rysunek 2.26: Pseudokod przedzia÷ami liniowego �ltra bilateralnego.
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Rysunek 2.27: Porównanie szybkósci dzia÷ania zwyk÷ego �ltra bilateralnego z �l-
trem przedzia÷ami liniowym. Linia zielona reprezentuje wersj¾e przedzia÷ami liniow ¾a
(NB_SEGMENTS = 15) a czerwona wersj¾e zwyk÷¾a. Pomiary przeprowadzone
zosta÷y na obrazie lamp.hdr o rozdzielczósci 400x300.

poza interpolacj ¾a. Interpolacja musi býc wykonana w pe÷nej rozdzielczósci, poniewa·z
wykonanie jej w zmniejszonej rozdzielczósci powodowa÷oby wyst¾epowanie widocznych
artefaktów. Na rys. 2.28 znajduje si¾e pseudokod metody z obydwoma usprawnie-
niami. Autorzy zmniejszali rozdzielczóśc metod ¾a �najbli·zszego s ¾asiada�. Uzyskane
przyspieszenie przedstawia rys. 2.29.

2.7.3. Redukcja kontrastu

Metoda kompresji tonów Duranda i Dorsey opiera si¾e na dwuwarstwowym schemacie
dekompozycyjnym (rys. 2.23), czyli na rozk÷adzie obrazu na dwie warstwy: warstw¾e
bazow ¾a oraz warstw¾e szczegó÷ów. Warstw¾e bazow ¾a otrzymujemy aplikuj ¾ac do obrazu
szybki �ltr bilateralny, warstwa szczegó÷u powstaje w wyniku podzielenia luminancji
sceny przez warstw¾e bazow ¾a. Nast¾epnie kompresujemy kontrast warstwy bazowej
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SzybkiFiltrBilateralny
(obraz L, filtr fa s , filtr ga r , wsp. zmiany rozmiaru z)

J = 0 // zerujemy wszystkie piksle J
L v = ZmniejszRozdzielczość(L, z)
fa s/z
v = ZmniejszRozdzielczość(fa s , z)

for j = 0. .NB_SEGMENTS
lj = minÝLÞ + j × ÝmaxÝLÞ ? minÝLÞÞ/NB_SEGMENTS
G vj = ga rÝL v ? ljÞ // obliczany ga r w każdym pikslu

H vj = G vj × L v // obliczamy H w każdym pikslu
K vj = G vj å fa s/z // obliczamy czynnik normalizujący

Hvj = Hvj å fa s/z

Jvj = H vj/K vj

Jj = ZwiększRozdzielczość(Jvj, z)
J = J + Jj ×InterpolowanaWaga(L, lj)

Rysunek 2.28: Szybki �ltr bilateralny, czyli �ltr z obydwoma usprawnieniami.

mno·z ¾ac j ¾a przez wspó÷czynnik k, równy:

k = kontrastBazowy=(Lbasemax � Lbasemax) (2.65)

gdzie Lbasemax, to maksymalna luminancja w warstwie bazowej, Lbasemax to minimalna
luminancja warstwy bazowej a kontrastBazowy to kontrolowany przez u·zytkownika
parametr, domýslnie równy 5.
Kolor traktowany jest podobnie jak w [21], tzn. do redukcji kontrastu wykorzysty-

wana jest jedynie luminancja, kolor jest rekonstruowany po redukcji.
Wszystkie obliczenia wykonywane s ¾a na logarytmach luminancji pikseli, powodem

tego jest fakt, ·ze ró·znice logarytmów luminancji odpowiadaj ¾a bezpósrednio kontrastowi,
poza tym umo·zliwia to jednorodne traktowanie ca÷ego zakresu luminancji.
Autorzy u·zywali jako wartósci domýslnych �s równego 2% rozmiaru obrazu i �r =

0:4

2.8. Metoda M. Ashikhmina z 2002 roku
Metoda Ashikhmina przedstawiona w [2] symuluje dwie wa·zne funkcje ludzkiego uk÷adu
wizyjnego (ang: HV S �Human V isual System): sygnalizowanie absolutnej jasnósci
oraz lokalnego kontrastu.
Lokalny kontrast c w punkcie (x; y) to:

c(x; y) =
L(x; y)

La(x; y)
� 1 (2.66)

gdzie La, czyli luminancja adaptacyjna, to średnia luminancja pewnego otoczenia pik-
sela (x; y).
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Rysunek 2.29: Przyspieszenie uzyskane dzi¾eki zmniejszaniu rozdzielczósci. Ós pozioma
reprezentuje ile razy zmniejszona zosta÷a rozdzielczóśc obrazu. Obliczenia przeprowa-
dzono na obrazie bigfogmap.hdr o rozdzielczósci 751x1130.

Jedn ¾a z dwu najwa·zniejszych cech przedstawianej metody jest zachowanie lokalnego
kontrastu świata w obrazie wyj́sciowym, czyli zachowanie

cd(x; y) = cw(x; y) (2.67)

lub inaczej
Ld(x; y)

Lda(x; y)
=
Lw(x; y)

Lwa(x; y)
(2.68)

Najprostsz ¾a metod ¾a zachowania kontrastu jest mapowanie liniowe. Niestety, jedno
mapowanie liniowe u·zyte do ca÷ego obrazu nie jest dobrym rozwi ¾azaniem. Mo·ze ono
dác dobre rezultaty w przypadku obrazu o ma÷ym kontráscie dynamicznym, jednak
mapowanie obrazu wysoko kontrastowego spowoduje obci¾ecie najmniejszych b ¾ad́z naj-
wi¾ekszych (lub obu) wartósci luminancji. Skutkiem tego b¾edzie utracenie ca÷ej wiado-
mósci o kontráscie w najciemniejszych i najjásniejszych rejonach obrazu. Dodatkowo,
jésli u·zyty wspó÷czynnik mapuj ¾acy nie b¾edzie zale·zéc od luminancji obrazu, wtedy
utracone zostanie ogólne wra·zenie jasnósci sceny.
Zamiast zwyk÷ego mapowania liniowego, w metodzie Ashikhmina stosuje si¾e mapo-

wanie lokalnie liniowe, ze wspó÷czynnikiem zale·znym od otoczenia konkretnego piksela,
tak aby zachowác detale w obr¾ebie ca÷ego obrazu. Maj ¾ac obliczone Lwa dla ca÷ego
obrazu wej́sciowego, oraz stosuj ¾ac do Lwa funkcj¾e mapuj ¾ac ¾a TM , otrzymujemy obraz
TM(La) Funkcja TM kompresuje luminancj¾e świata do zakresu monitora, jednoczésnie
zachowuj ¾ac wra·zenie perceptualnej jasnósci obrazu.
Korzystaj ¾ac z obrazów Lwa i TM(Lwa) oraz z równania 2.68 uzyskujemy ostateczne

mapowanie:

Ld(x; y) =
Lw(x; y)TM (Lwa(x; y))

Lwa(x; y)
(2.69)

gdzie TM(Lwa(x; y)) odpowiada Lda(x; y) z równania 2.68.
Mapowanie okréslone równaniem 2.69 jest lokalnie liniowe, a co za tym idzie za-

chowuje lokalny kontrast, tylko wtedy, gdy Lwa (i w konsekwencji TM(Lwa)) jest wolno
zmieniaj ¾ac ¾a si¾e funkcj ¾a na wi¾ekszósci powierzchni obrazu. ·Zeby tak by÷o Lwa nie mo·ze
býc wyznaczone jako średnia luminancja otoczenia sta÷ego rozmiaru. Sta÷y rozmiar
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otoczenia powodowa÷by pojawianie si¾e zjawiska halo (odwrotnych gradientów) w ob-
szarach o wysokim kontráscie rys. 2.21. Rozmiar otoczenia powinien býc du·zy w
rejonach o niskim kontráscie oraz zmniejszác si¾e wraz ze wzrostem kontrastu, a·z do
wielkósci jednego piksela w rejonie bardzo wysokiego kontrastu. Metoda wyznaczania
Lwa zostanie przedstawiona poni·zej.

2.8.1. Wyznaczanie poziomu lokalnej adaptacji

W celu wyznaczenia poziomu lokalnej adaptacji stosowane jest podej́scie balansuj ¾ace
dwa przeciwstawne wymogi stawiane przed HV S. S ¾a to zachowanie lokalnego kon-
trastu w rozs ¾adnych granicach i jednoczésnie utrzymanie wystarczaj ¾acej informacji o
detalach obrazu. Na tym etapie wa·zny jest jedynie pomiar kontrastu. Zak÷adamy, ·ze
przek÷amania mog ¾ace wynikn ¾ác z powy·zszego b¾ed ¾a redukowane przez opisan ¾a wczésniej
funkcj¾e TM .
Aby wyznaczýc lokaln ¾a adaptacj¾e w pikselu nale·zy úsredníc wartósci luminancji w

otoczeniu piksela. Rozmiar otoczenia powinien býc mo·zliwie najwi¾ekszy, jednoczésnie
piksele tego obszaru musz ¾a miéc podobne luminancje, tak aby kontrast w obszarze
by÷ma÷y. Wa·zne jest równie·z aby poziom lokalnej adaptacji zmienia÷si¾e p÷ynnie w
obszarach o niedu·zym kontráscie.
Powy·zsze wymagania spe÷nia cz¾esto wykorzystywana strategia opieraj ¾aca si¾e na

porównywaniu ze sob ¾a pikseli z dwóch obrazów wyg÷adzonych �ltrami (najcz¾ésciej
gausowskimi) o ró·znych wielkósciach j ¾adra ([17], [20]). Dok÷adniej, obliczymy lokalny
kontrast lc (ang: local contrast) w pikselu jako:

lc(s; x; y) =
Gs(x; y)�G2s(x; y)

Gs(x; y)
(2.70)

gdzie
Gs(x; y) = L(x; y)
Rs(x; y) (2.71)

to piksel z obrazu wyg÷adzonego �ltrem gausowskim o rozmiarze s, czyli

Rs(x; y) =
1

�s2
exp

�
�x

2 + y2

s2

�
(2.72)

Wybór G2s zamiast Gs w mianowniku równania 2.70 jest arbitralny. Parametr s jest
równy rozmiarowi otoczenia, z którego oblicza si¾e lokalny kontrast w pikselu.
Poni·zej opisany zosta÷proces wyznaczania optymalnego s dla równania 2.70. Za-

czynamy od najmniejszego otoczenia, czyli s = 1 piksel i obliczamy dla niego lc. Jésli
wartóśc lc jest zbyt du·za, nale·zy uznác, ·ze luminancja adaptacyjna jest równa lu-
minancji w punkcie. Sytuacja taka ma miejsce gdy dany piksel stanowi wysokokon-
trastowy detal w obrazie. Jésli lc nie jest zbyt du·ze, powtarzamy post¾epowanie ze
zwi¾ekszanym za ka·zdym razem s o 1 dopóki obliczony kontrast nie b¾edzie wi¾ekszy
od okréslonej wartósci brzegowej lub dojdziemy do najwi¾ekszego dopuszczalnego roz-
miaru otoczenia. Rozmiar ten, co wynika z pomiarów �zjologicznych, powinien wynosíc
oko÷o jeden stopień pola widzenia. Jednak z powodu braku informacji o rozmiarze pola
widzenia obrazów, jako maksymalny rozmiar otoczenia u·zywana jest sta÷a wartóśc,
niezale·zna od obrazu wej́sciowego. Odpowiednia dla wi¾ekszósci okaza÷a sie smax = 10.
Kryterium ograniczaj ¾ace kontrast ma postác:

jlc(s; x; y)j < ac (2.73)
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gdzie ac (ang: allowed contrast) to parametr okréslaj ¾acy dopuszczalny kontrast ob-
szaru, zwykle wynosi on 0:5 ale mo·zliwe s ¾a te·z inne wartósci. rys. 2.30 przed-
stawia rezultaty u·zycia innych wartósci ac. Opisany proces wyznacza najwi¾eksze

Rysunek 2.30: Wyniki mapowania z ró·znymi wartósciami parametru ac. Po lewej
ac = 0, w środku ac = 0:5, z prawej ac = 0:1. Obrazki z pracy [2].

s 2 f1; 2; ::; smaxg spe÷niaj ¾ace warunek 2.73, po czym jako Lwa(x; y) przyjmuje si¾e
G0s(x; y). G

0
s(x; y) to wartóśc interpolowana mi¾edzy Gs(x; y) i Gs+1(x; y), odpowiada-

j ¾aca jlc(s)j = ac.

2.8.2. Funkcja mapuj ¾aca TM

Funkcja TM ma za zadanie mapowanie luminancji sceny Lw do luminancji wyj́sciowej
Ld. Nie bierze ona pod uwag¾e widocznósci detali, czyli lokalnego kontrastu. Dzi¾eki
temu funkcja zale·zy tylko od luminancji w pikselu, nie ma znaczenia po÷o·zenie piksela
w obrazie.
Do skonstruowania funkcji TM potrzebne b¾edzie poj¾ecie �postrzeganej pojemnósci�

(ang: perceptual capacity) przedzia÷u luminancji. Postrzegana pojemnóśc danego,
niewielkiego przedzia÷u luminancji jest d÷ugósci ¾a tego przedzia÷u przeskalowan ¾a przez
wartóśc funkcj¾e TV I (ledwo dostrzegalna ró·znica opisana w rozdziale pierwszym).
Poj¾ecie to umo·zliwia porównywanie postrzeganej wa·znósci ró·znych przedzia÷ów lumi-
nancji.
Parametrem funkcji TV I powinna býc luminancja adaptacyjna Lwa, poniewa·z wartóśc

dostrzegalnej ró·znicy zale·zy od otoczenia. Niestety u·zycie jako parametru TV I, wartósci
Lwa obliczonej metod ¾a przedstawion ¾a poni·zej ÷ama÷oby za÷o·zenie o globalnósci TM .
W zwi ¾azku z tym autor wybra÷jako aproksymacj¾e Lwa(x; y) wartóśc Lw(x; y) Alter-
natywna aproksymacja mog÷a by polegác na wybraniu jednej wartósci La dla ca÷ego
obrazu, da÷aby ona dobre rezultaty dla obrazów o niskim kontráscie dynamicznym. Dla
obrazów o wysokim kontráscie, w których luminancja adaptacyjna mocno si¾e waha,
przybli·zenie za pomoc ¾a Lw(x; y) jest lepszym rozwi ¾azaniem.
De�niujemy pomocnicz ¾a funkcj¾e pojemnósci C jako:

C(L) =

Z L

0

dl

TV I(l)
(2.74)

Okrésla ona postrzegan ¾a pojemnóśc przedzia÷u [0; L]. Przy takiej de�nicji pojemnóśc
przedzia÷u [L1; L2] to C(L2)� C(L1).
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Tak jak Ward et al. w pracy [25], Ashikhmin u·zywa aproksymacji funkcji TV I
÷aman ¾a. rys. 2.31 przedstawia funkcj¾e TV I oraz jej aproksymuj ¾ac¾e. Korzystaj ¾ac z
powy·zszego funkcja C(L) przybiera nast¾epuj ¾ac ¾a postác:

C(L) =

8>><>>:
L=0:0014 L < 0:0034
2:4483 + log(L=0:0034)=0:4027 0:0034 � L < 1
16:5630 + (L� 1)=0:4027 1 � L < 7:2444
32:0693 + log(L=7:2444)=0:0556 L � 7:2444

(2.75)

De�niujemy równie·z postrzegan ¾a pojemnóśc dla obrazu wyj́sciowego jako:

Cd(L) =
L

TV I(Lad)
(2.76)

gdzie Lad to pojedyncza wartóśc aproksymuj ¾aca luminancj¾e adaptacyjn ¾a ca÷ego obrazu.

Rysunek 2.31: Funkcja TV I oraz jej aproksymacja ÷aman ¾a ABCD, luminancja brze-
gowa i t÷a w cd=m2. Rysunek z pracy [2].

G÷ówn ¾a zasad ¾a dzia÷ania funkcji TM jest zachowanie proporcji mi¾edzy postrzegan ¾a
pojemnósci ¾a przedzia÷ów luminancji wyj́sciowej i luminancji świata. Zasad¾e t¾e przed-
stawíc mo·zna jako:

Cd(Ld)� Cd(Ldmin)
Cd(Ldmax)� Cd(Ldmin)

=
C(Lw)� C(Lwmin)
C(Lwmax)� C(wmin)

(2.77)

W celu wykorzystania ca÷ego przedzia÷u luminancji monitora, nale·za÷oby u·zýc Ldmin =
0 oraz Ldmax = LDMAX, czyli maksymalnej luminancji monitora. Jako Lwmin i Lwmax
dobrze jest wzi ¾ác najmniejsz ¾a i najwieksz ¾a luminancj¾e obrazu wyg÷adzonego. Unieza-
le·zni to dzia÷anie operatora od wyst¾epowania w obrazie nielicznych, bardzo jasnych lub
bardzo ciemnych pikseli.
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Równanie 2.75 jednoznacznie okrésla Ld. Korzystaj ¾ac z równania 2.76 oraz opisanych
wy·zej ustawień Ldmin i Ldmax, Ld przybiera postác:

Ld = TM(Lw) = LDMAX
C(L)� C(Lwmin)

C(Lwmax)� C(Lwmin)
(2.78)

2.8.3. Pe÷na metoda

Dysponuj ¾ac obrazem luminancji adaptacyjnej La, nale·zy obliczýc obraz TM(La) a
nast¾epnie korzystaj ¾ac z równania 2.69 obliczýc ostateczny odwzorowany obraz Ld.
Rezultat to czarno-bia÷y obraz luminancji. Kolory traktowane s ¾a jak w metodzie
Duranda i Dorsey [10] czy Schlicka [21], tzn. ka·zdy z kana÷ów RGB oryginalnego
obrazu mno·zony jest przez Ld(x; y)=Lw(x; y) w ka·zdym pikselu (x; y).
Nie wykonuje si¾e ·zadnych dodatkowych skalowań rezultatu.Jésli wartósci obrazu

wyj́sciowego nie mieszcz ¾a si¾e w zakresie s ¾a przycinane do zakresu. Sytuacja taka,
jésli wogóle zaistnieje, zwykle zdarza si¾e w bardzo jasnym obszarze obrazu o bardzo
du·zym kontráscie lokalnym. W sytuacji tego typu obci¾ecie luminancji nie powoduje
pogorszenia jakósci odwzorowanego obrazu.
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Rozdzia÷3

Opis programu

W celu porównania dzia÷ania metod mapowania tonów, napisany zosta÷specjalny pro-
gram komputerowy o nazwie TM (rys. 3.32). Program ten zawiera moj ¾a implemen-
tacj¾e metod z rozdzia÷u drugiego. Umo·zliwia zastosowanie ich do obrazów HDR oraz
ogl ¾adanie otrzymanych nisko kontrastowych rezultatów mapowania. Mo·zliwa jest tak·ze
praca nad kilkoma obrazami jednoczésnie oraz ÷atwa zmiana parametrów u·zywanych
metod. Zawiera równie·z proste narz¾edzia do korekcji obrazów nisko kontrastowych.

Rysunek 3.32: ProgramTM. Z lewej strony onka programu znajduje si¾e panel operatora
mapowania tonów. Z prawej strony znajduje si¾e okno zawieraj ¾ace obraz HDR poddany
dzia÷aniu operatora.

Program zosta÷napisany przy u·zyciu środowiska programistycznegoMicrosoft Visual
C++ 6.0, korzysta z bibliotek wxWindows (wersja 2.4.2) oraz ¤tw (wersja 3.0.1).
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3.1. Sesja pracy z programem
Poni·zej przedstawiam przyk÷adow ¾a sesj¾e pracy z programem.
Zaczynamy od otworzenia pliku HDR, wybieraj ¾ac z menu File opcj¾e Open, nast¾ep-

nie znajdujemy odpowiedni plik HDR, oraz wciskamy przycisk Open. Z prawej strony
okna programu pojawia si¾e okno zawieraj ¾ace wybrany plik HDR do którego zastosowany
zosta÷operator liniowy z korekcj ¾a gamma. Ka·zdy nowo otwarty plik HDR przed
pokazaniem go jest mapowany przy u·zyciu operatora liniowego z korekcj ¾a gamma.
Z lewej strony okna pojawia si¾e panel operatora. Ka·zdy panel operatora zawiera
wartósci wszystkich mo·zliwych do zmiany parametrów operatora, oraz przyciskApply,
po wcísni¾eciu którego zaczyna si¾e mapowanie obrazu, z bie·z ¾acymi wartósciami para-
metrów. Program nie ogranicza liczby otwartych okien z obrazkami. Jeden obrazek
mo·ze býc równie·z otwarty wielokrotnie.
Po otworzeniu obrazka wybieramy z menu Tone Mappers, jeden z operatorów.

Zmieniamy w dowolny sposób parametry, po czym wciskamy przycisk Apply. Za-
awansowanie procesu mapowania obrazuje pojawiaj ¾ace si¾e okno z paskiem post¾epu.
Obrazek w aktualnie aktywnym oknie zostanie zamieniony przez rezultat przeprowa-
dzonego w÷ásnie mapowania.
Obrazek nisko kontrastowy, otrzymany w wyniku mapowania, mo·zna dodatkowo

mody�kowác u·zywaj ¾ac standardowych metod obróbki obrazu. Mo·zna w ten sposób
zmieniác jego jasnóśc, nasycenie lub kontrast. Aby tak zrobíc nale·zy na panelu, z lewej
strony okna programu, wybrác zak÷adk¾e Adjustments, a nast¾epnie wcisn ¾ác przy-
cisk Color, dla zmiany jasnósci i nasycenia kolorów, lub Brightness/Contrast aby
zmody�kowác jasnóśc i kontrast. Wszystkie mody�kacje dokonane z zak÷adki Adjust-
ments mo·zna anulowác wciskaj ¾ac przycisk Reset.
Rezultaty mapowania mo·zna zapisác na dysku jako zwykly, nisko kontrastowy, plik

gra�czny wybieraj ¾ac z menu File opcj¾e Save As i wpisuj ¾ac nazw¾e pliku wyj́sciowego.

3.2. Dok÷adny opis opcji programu
Menu File, zawiera podstawowe opcje manipulacji obrazami:
� Open (klawisz Ctrl+O) otwiera obraz HDR znajduj ¾acy si¾e w okréslonym przez
u·zytkownika miejscu na dysku. Program TM obs÷uguje pliki formatu: hdr, pic,
czyli pliki generowane przez program Radiance [19], pliki exr opracowane przez
Industrial Light & Magic [16], oraz zmody�kowan ¾a wersj¾e plików ti¤ zawier ¾ac ¾a
obrazy HDR [12].

� Save As (klawisz Ctrl+S) zapisuje w podanym przez u·zytkownika miejscu na
dysku nisko kontrastowy obraz. Mo·zliwe jest zapisanie obrazu w trzech forma-
tach: ppm, png i jpg,

� About �otwiera okno zawieraj ¾ace krótk ¾a informacj¾e o programie,
� Exit (klawisz Ctrl+X) - wyj́scie z programu.

Menu View, zawiera opcje u÷atwiaj ¾ace obróbk¾e i ogl ¾adanie obrazów. S ¾a to:
� Zoom In (klawisz =) �zwi¾eksza aktywny obraz o 10%, nie zmieniaj ¾ac rozmiaru
okna w którym prezentowany jest obraz. Aby przesun ¾ác aktualnie prezentowany
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obszar obrazu nale·zy przeci ¾agn ¾ác mysz ¾a obraz, lub skorzystác z pasków przewi-
jania.

� Zoom Out (klawisz �) �zmniejsza aktywny obraz o 10%.

� Zoom Actual Size (klawisz Ctrl+A) �ustawia oryginalny rozmiar obrazu.

� Fit Window (klawisz Ctrl+F) �zmienia rozmiar obrazu tak, aby miésci÷si¾e on
w oknie oraz zajmowa÷mo·zliwie du·z ¾a jego powierzchni¾e.

� Image Info (klawisz Ctrl+I) � pokazuje okno zawieraj ¾ace informacje o akty-
wnym obrazie. Znajduj ¾a si¾e tam kolejno: ście·zka pod któr ¾a znajduje si¾e plik z
obrazem HDR (Path), szerokóśc obrazu (Width), wysokóśc obrazu (Height),
aktualne powi¾ekszenie (Current Zoom), nazwa operatora u·zytego do mapowa-
nia obrazu oraz wszystkie parametry operatora (Mapped with), parametry
mody�kacji koloru (Color), parametry mody�kacji jasnósci i kontrastu (Bright-
ness/Contrast), oraz czas ostatniego mapowania (Mapping Time).

Rysunek 3.33: Oknem Brightness/Contrast. W górnej cz¾ésci histogram jasnósci
obrazu, z zaznaczonym przedzia÷em jasnósci.

Menu Tone Mappers s÷u·zy do wybierania opertora mapowania tonów. Wybranie
operatora powoduje wýswietlenie odpowiadniego panelu z lewej strony okna aplikacji,
w zak÷adceMapper. Panel ten pozwala na zmian¾e parametrów operatora.
Pocz ¾atkowe wartósci parametrów w panelach s ¾a w wi¾ekszósci przypadków wartós-

ciami domýslnymi, których u·zywali autorzy prac. W niektórych przypadkach s ¾a to
wartósci neutralne, które powinny dawác dobre rezultaty dla obrazów o niedu·zym kon-
tráscie i średniej jasnósci. Do parametrów tych zalicza si¾e parametr a z mapowania
liniowego z korekcj ¾a gamma, parametr a okréslaj ¾acy wartóśc kluczow ¾a z mapowania
Reinharda.
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Rozdzia÷3. Opis programu

Ka·zdy z paneli umo·zliwia zmian¾e parametru Gamma (
) odpowiedzialnego za ko-
rekcj¾e gamma opisan ¾a w rozdziale 1.6. Poni·zej przedstawione s ¾a dost¾epne operatory
wraz z opisem ich parametrów.
� Gamma-corrected Linear Mapping �realizuje mapowanie liniowe z korekcj ¾a
gamma przedstawione w rozdziale 2.3 (równanie 2.1). Panel tego operatora
umo·zliwia zmian¾e parametru Exposure, odpowiadaj ¾acego parametrowi a z opisu
metody.

� Schlick 1984 �to operator przestawiony w rozdziale 2.3 (równanie 2.5). W jego
panelu znajduja sie nast¾epuj ¾ace elementy:

1. przycisk Choose DNBG, po wcísni¾eciu którego pojawia si¾e okno wyzna-
czania najciemniejszego, odró·znialnego od czerni, odcienia szarósci
(rys. 2.12),

2. pole DNBG, okréslaj ¾ace najciemniejszy, odró·znialny od czerni, odcień
szarósci

3. pole k z równania 2.8,
4. pole kontrolne Non Uniform, okréslaj ¾ace czy u·zýc mody�kacji operatora

ze wzoru 2.8.

� Ward 1997 �to operator przedstawiony w rozdziale 2.4. W jego panelu znajduj ¾a
si¾e nast¾epuj ¾ace elementy:

1. pole Num Bins, okréslaj ¾ace g¾estóśc histogramu (oznaczana w rozdziale 2.4
jako N),

2. pole Sight Angle, okréslaj ¾ace k ¾at widzenia d÷u·zszego z wymiarów,
pionowego lub poziomego,

3. pole wyboru Adjustment, okréslaj ¾ace rodzaj u·zytego ograniczenia histo-
gramu, wybór No powoduje nie stosowanie ·zadnego ograniczenia, wybór
Linear powoduje u·zycie ograniczenia liniowego (wzór 2.17), a
Jnd u·zycie ograniczenia uwzgl¾edniaj ¾acego ludzk ¾a czu÷óśc widzenia
(wzór 2.20),

4. pole kontrolne Color Sensitivity, okréslaj ¾ace czy symulowác wra·zliwóśc na
kolory,

5. pole kontrolne Glare, okréslaj ¾ace czy symulowác odblaski,
6. pole kontrolne Acuity, okréslaj ¾ace czy symulowác ostróśc widzenia.

� Tumblin 1999 � to operator przedstawiony w rozdziale 2.5. W jego panelu
znajduj ¾a sie nast¾epuj ¾ace elementy:

1. pole Num Steps okrésla liczb¾e kroków wykonywanych podczas obliczania
uproszczonych obrazów LCIS

2. pole Step Length okrésla d÷ugóśc jednego kroku obliczania obrazów LCIS,
3. pole w color zawiera wartóśc wspó÷czynnika kompresji koloru,
4. pole LCIS Images okrésla liczb¾e obrazów LCIS u·zytych przez operator,

poni·zej pola LCIS Images znajduj ¾a si¾e, dla ka·zdego obrazu LCIS, dwa pola
okréslaj ¾ace parametry k (przewodnictwo progowe), oraz wspó÷czynnik
kompresji tego obrazu.
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3.2. Dok÷adny opis opcji programu

� Reinhard 2002 � to operator przestawiony w rozdziale 2.6. W jego panelu
znajduj ¾a si¾e nast¾epuj ¾ace elementy:

1. pole Key Value okrésla wartóśc kluczow ¾a obrazu (oznaczane w
rozdziale 2.6 jako a),

2. pole Sharpness okrésla wartóśc parametru �,
3. pole wyboru Convolver okrésla sposób obliczania splotów; mo·zliwe wybory

to:
�Simple �obliczanie spoltów bez optymalizacji,
�FFT �obliczanie splotów za pomoc ¾a szybkiej transformaty Fouriera,
�Pyramid �obliczanie splotów za pomoc ¾a piramidy obrazów,

4. zaznaczone pole kontrolne Is Local oznacza u·zycie wersji lokalnej operatora
(równanie 2.58), odznaczenie pola oznacza u·zycie wersji globalnej
(równanie 2.53).

� Ashikhmin 2002 �to operator przedstawiony w rozdziale 2.8. W jego panelu
znajduj ¾a si¾e nast¾epuj ¾ace elementy:

1. pole Threshold okrésla dopuszczalny kontrast z równania 2.78,
2. pole Convolver, tak jak w metodzie Reinharda, okrésla sposób obliczania

splotów,
3. dzia÷anie pola kontrolnego Is Local jest takie same jak w panelu metody

Reinharda, odznaczenie pola powoduje mapowanie ze wzoru 2.73, bez
obliczania lokalnego kontrastu.

� Durand 2002 � to operator przedstawiony w rozdziale 2.7. W jego panelu
znajduj ¾a si¾e nast¾epuj ¾ace elementy:

1. pole Contrast okrésla wartóśc kontrastu (wzór 2.65),
2. pole Sigma S to parametr �ltra bilateralnego (wzory 2.59�2.62),
3. pole Sigma R to drugi parametr �ltra bilateralnego (wzory2.59-

2.62),
4. pole wyboruMethod okrésla implementacj¾e �ltra bilateralnego, wartóśc

Simple oznacza implementacj¾e prosto ze wzorów 2.59�2.62,
Piecewise odpowiada implementacji przedzia÷ami liniowego �ltra
bilateralnego (rys. 2.26), a Fast to implementacja szybka (rys. 2.28),

5. pole Segments okrésla liczb¾e segmentów u·zywanych w szybkiej lub
przedzia÷ami liniowej implementacji �ltra,

6. pole Downsample okrésla ile razy zmniejszýc rozdzielczóśc oryginalnego
obrazu przy szybkiej implementacji �ltra bilateralnego.

MenuWindow jest standardowe dla systemu operacyjnego Windows. U÷atwia ko-
rzystanie z kilku okien jednoczésnie. Poza spisem wszystkich otwartych obrazów za-
wiera ono nast¾epuj ¾ace opcje:
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Rozdzia÷3. Opis programu

� Cascade �rozmieszcza wszystkie otwarte obrazy kaskadowo,
� Tile Horizontally �rozmieszcza wszystkie otwarte obrazy jeden pod drugim,
rozci ¾agaj ¾ac je na ca÷¾a szerokóśc roboczej cz¾ésci okna aplikacji

� Tile Vertically �rozmieszcza wszystkie otwarte obrazy jeden przy drugim, roz-
ci ¾agaj ¾ac je na ca÷¾a wysokóśc roboczej cz¾ésci okna aplikacji,

� Arrange Icons �porz ¾adkuje rozmieszczenie zminimalizowanych obrazów,
� Next �ustawia nast¾epne ze spisu otwartych obrazów jako aktywne,
� Previous �ustawia jako aktywne poprzednie z obrazów ze spisu.

Zak÷adka Adjustments zawiera proste narz¾edzia do manipulowania obrazem nisko
kontrastowym. Znajduj ¾a si¾e na niej trzy przyciski Color, Brightness/Contrast oraz
Reset.
� Przycisk Color otwiera okno, w którym znajduj ¾a si¾e dwa suwaki: Saturation,
zmieniaj ¾acy nasycenie obrazu, i Lightness, zmieniaj ¾acy jego jasnóśc. Obraz
mody�kowany jest zgodnie z wartósciami ustawionymi na suwakach po wcísni¾eciu
przycisku OK.

� PrzyciskBrightness/Contrast otwiera okno (rys. 3.33), w którego górnej cz¾ésci
znajduje si¾e histogram luminancji aktualnego obrazu. Po zaznaczeniu cz¾ésci his-
togramu mysz ¾a pod histogramem mo·zna odczytác jaki dok÷adnie obszar jas-
nósci zosta÷zaznaczony oraz ile procent stanowi ¾a piksele o jasnósci z zazna-
czonego przedzia÷u. Poni·zej informacji o zaznaczeniu znajduj ¾a si¾e pola Min
Level i Max Level. Okréslaj ¾a one wielkóśc przedzia÷u, do którego zostan ¾a
przetransformowane wszystkie jasnósci obrazu. Odpowiednio ustawiaj ¾ac wartósci
Min Level iMax Level mo·zna zwi¾ekszýc kontrast obrazu, jednoczésnie zwi¾ek-
szaj ¾ac b ¾ad́z zmniejszaj ¾ac jego jasnóśc.

� PrzyciskReset anuluje zmiany spowodowane przez mody�kacje Color i Bright-
ness/Contrast.

Klikni¾ecie prawym przyciskiem myszy na obrazie otwiera menu kontekstowe. Znaj-
duj ¾a si¾e w nim opcje z menu View oraz opcja Save As z menu File.
Klikni¾ecie lewym przyciskiem na obrazie wypisuje w pasku stanu g÷ównego okna

wspó÷rz¾edne klikni¾etego piksela a nast¾epnie sk÷adowe RGB oraz luminancj¾e z oryginal-
nego obrazu HDR, oraz sk÷adowe RGB i luminancj¾e z obrazu nisko kontrastowego.
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Rozdzia÷4

Porównanie dzia÷ania metod

W tym rozdziale porównamy metody mapowania tonów przedstawione wczésniej. Ana-
lizie poddamy szybkóśc ich dzia÷ania, ÷atwóśc korzystania z metod oraz jakóśc obrazów
otrzymanych w wyniku mapowania. Najpierw jednak przedstawimy domýslne parame-
try metod co jest niezb¾edne do przeprowadzenia porównań.

4.1. Parametry domýslne metod
Parametry domýslne metod s ¾a nast¾epuj ¾ace:
� mapowanie liniowe z korekcj ¾a gamma: Exposure = 1.0,

� metoda Schlicka z 1994 roku: DNBG = 1, k = 0.5, opcja Non Uniform w÷¾aczona,

� metodaWarda et al. z 1997 roku: NumBins = 100, Sight Angle = 70, Adjustment
= jnd, opcje Color Sensitivity, Glare i Acuity wy÷¾aczone,

� metoda Tumblina i Turka z 1999 roku: Num Steps = 100, Step Length = 0.031,
w Color = 0.6, LCIS Images = 4, w0 = 1.0, w1 = 0.7, w2 = 0.5, w3 = 0.3, k0 =
0.0, k1 = 0.06, k2 = 0.1, k3 = 0.16,

� metoda Reinharda et al. z 2002 roku: Key Value = 0.18, Sharpness = 1.0,
Convolver = Pyramid, opcja Is Local w÷¾aczona,

� metoda Ashikhmina z 2002 roku: Threshold = 0.5, Convolver = Pyramid, opcja
Is Local w÷¾aczona,

� metoda Duranda i Dorsey z 2002 roku: Contrast = 5.0, Sigma S = 10.0, Sigma
R = 0.4, Method = Fast, Segments = 12, Downsample = 9.0.

Wszystkie metody u·zywaj ¾a domýslnie parametru Gamma = 2.2.

4.2. Szybkósci dzia÷ania metod
Testy szybkósci polega÷y na u·zyciu wszystkich metod do mapowania trzech wybranych
obrazów o coraz wi¾ekszych rozmiarach. Wszystkie testy zosta÷y przeprowadzone za po-
moc ¾a programu TM opisanego w rozdziale trzecim, na komputerze z procesorem AMD
Athlon 900 MHz i 256 MB pamieci RAM dzia÷aj ¾acym pod systemem operacyjnym Mi-
crosoft Windows 2000. Zamieszczone poni·zej czasy obejmuj ¾a, poza d÷ugósci ¾a obliczeń
wykonywanych przez metody, równie·z dodatkowy czas obejmuj ¾acy operacje wymagane
przez program TM, m. in. uaktualnianie paska post¾epu. Dodatkowy czas nie utrud-
nia porównywania metod poniewa·z jest zwykle du·zo mniejszy od czasu potrzebnego na
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wykonanie mapowania, poza tym jest on bardzo podobny we wszystkich metodach.

Rysunek 4.34: Obrazy wykorzystane do testowania szybkósci operatorów. Z lewej
strony znajduje si¾e obraz bigfogmap.hdr. Z prawej strony u góry obraz lamp.hdr, a
z prawej strony u do÷u memorial.hdr. Zamieszczone obrazy s ¾a rezultatem mapowania
metod ¾a Reinharda z 2002 roku.

Poni·zej znajduj ¾a si¾e czasy mapowania wszystkimi metodami trzech obrazów.

Operator Czasy obliczeń
Mapowanie liniowe z korekcj ¾a gamma 0.241 sek. 0.717 sek. 1.415 sek.

Schlick 1984 0.290 sek. 0.915 sek. 1.966 sek.
Ward 1997 0.448 sek. 1.336 sek. 2.734 sek.
Tumblin 1999 12.154 sek. 44.429 sek. 98.887 sek
Reinhard 2002 0.571 sek. 1.399 sek, 3.338 sek.
Ashikhmin 2002 0.912 sek. 2.231 sek. 5.688 sek.
Durand 2002 0.487 sek. 1.662 sek. 3.835 sek.

W kolumnach tabeli znajduj ¾a si¾e wyniki mapowania kolejnych obrazów: lamp.hdr
(obraz z prawego górnego rogu rys. 4.34) po lewej, memorial.hdr (prawy dolny róg na
rys. 4.34) w środkowej kolumnie wyników, bigfogmap.hdr (lewa strona rys. 4.34) z
prawej strony.
Rozdzielczósci obrazów testowych wynosz ¾a kolejno: 751x1130 dla bigfogmap.hdr,

400x300 dla lamp.hdr, 512x768 dla memorial.hdr.
Wyniki w tabeli s ¾a czasami mapowania przy standardowych ustawieniach para-
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4.2. Szybkósci dzia÷ania metod

metrów. Dla niektórych metod wartósci cz¾ésci parametrów mog ¾a istotnie wp÷yn ¾ác
na czas mapowania. Poni·zej zajduj ¾a si¾e tabele z wynikami otrzymanymi z ró·znych
wartósci parametrów dla metod, których czasy wykonania zmieniaj ¾a si¾e istotnie w za-
le·znósci od wartósci parametrów. Wszystkie tabele zawieraj ¾a, tak jak tabela wy·zej,
w kolumnie drugiej czasy mapowania obrazu lamp.hdr, w kolumnie trzeciej obrazu
memorial.hdr i w czwartej obrazu bigfogmap.hdr.

Metoda Warda et al. z 1997 roku.

Parametry Czasy obliczeń
tylko poprawianie histogramu 0.448 sek. 1.336 sek. 2.734 sek.

poprawianie + wra·zliwóśc na kolory 0.528 sek. 1.605 sek. 3.202 sek.
poprawianie + odblaski 1.078 sek. 1.909 sek. 3.412 sek.

poprawianie + ostróśc widzenia 0.788 sek. 2.227 sek. 4.476 sek.
poprawianie + wszystkie efekty 1.469 sek. 3.027 sek. 5.632 sek.

Czasy wykonywania nie zmieniaj ¾a si¾e istotnie w zale·znósci od rodzaju ograniczenia
histogramu. Wyniki z tabeli zosta÷y uzyskane stosuj ¾ac ograniczenie uwzgl¾edniaj ¾ace
ludzk ¾a czu÷óśc widzenia. Ma÷y wp÷yw na czas obliczeń ma równie·z g¾estóśc histogramu.
Jak widác w metodzie Warda najbardziej czasoch÷onne jest obliczanie odblasków

oraz ostrósci widzenia. Istotny wp÷yw na czas obliczania odblasków ma parametr
Sight Angle, okréslaj ¾acy k ¾at widzenia d÷u·zszego z wymiarów obrazu. Jego zwi¾ekszenie
ze standardowej wartósci �70 do wartósci 140 wyd÷u·za czas dzia÷ania ponad dziesi¾e-
ciokrotnie, jednak jego zmiana powoduje jedynie niewielkie zmiany w otrzymywanych
obrazach. W przypadku nie obliczania odblasków parametr Sight Angle minimalnie
wp÷ywa na czas obliczeń metody.

Metoda Tumblina i Turka z 1999 roku

Parametry Czasy obliczeń
3xLCIS, 100 kroków 8.188 sek. 29.813 sek. 66.806 sek.
3xLCIS, 250 kroków 19.863 sek. 72.159 sek. 162.708 sek.
4xLCIS, 100 kroków 12.154 sek. 44.429 sek. 98.887 sek.
4xLCIS, 250 kroków 29.533 sek. 108.191 sek. 238.903 sek.
5xLCIS, 100 kroków 16.068 sek. 58.95 sek. 132.034 sek.
5xLCIS, 250 kroków 39.186 sek. 144.392 sek. 318.623 sek.

W tej metodzie na czas obliczeń najbardziej wp÷ywa liczba wykorzystywanych obra-
zów LCIS oraz liczba kroków wykonywanych przy obliczaniu ka·zdego z obrazów LCIS.
Parametry okréslaj ¾ace d÷ugóśc ka·zdego kroku oraz k i w nie zmieniaj ¾a czasu dzia÷a-
nia metody, poza przypadkiem gdy k = 0. Wtedy obraz LCIS to poprostu luminancja
oryginalnego obrazu. W takiej sytuacji obliczanie obrazu LCIS sprowadza si¾e do sko-
piowania luminancji obrazu, co trwa nieporównywalnie krócej od standardowych obli-
czeń (nale·zy pami¾etác, ·ze wartóśc domýslna dla zerowego obrazu LCIS wynosi w÷ásnie
0). Potwierdzeniem powy·zszego s ¾a wyniki zamieszczone w tabeli, w których widác
dosýc wyráznie liniow ¾a zmian¾e czasów w zale·znósci od liczby kroków oraz liczby obrazów
LCIS.
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Metoda Reinharda et al. z 2002 roku

Parametry Czas obliczeń
Sharpness = 1, Convolver = Pyramid 0.538 sek. 1.389 sek. 3.352 sek.
Sharpenss = 16, Convolver = Pyramid 0.598 sek. 1.706 sek. 3.836 sek.
Sharpness = 1, Convolver = FFT 1.119 sek. 5.561 sek. 14.08 sek.
Sharpness = 16, Convolver = FFT 1.178 sek. 5.761 sek. 14.34 sek.
Sharpness = 1, Convolver = Simple 5.034 sek. 7.793 sek. 31.167 sek.
Sharpness = 16, Convolver = Simple 6.169 sek. 20.68 sek. 44.261 sek.

globalna wersja operatora 0.338 sek. 1.008 sek. 2.173 sek.

Jak mo·zna si¾e by÷o spodziewác, z racji nie obliczania splotów, najszybsza jest wersja
globalna operatora. Operator lokalny obliczaj ¾acy sploty za pomoc ¾a piramidy obrazów
jest nieca÷e dwa razy wolniejszy od wersji globalnej oraz od 5 do 10 razy szybszy od
metody obliczaj ¾acej sploty z de�nicji (przy Sharpness = 1, przy wi¾ekszych wartósciach
tego parametru ró·znica jest jeszcze wi¾eksza na korzýśc piramidy obrazów). Zdecy-
dowanie najwolniejsza jest wersja lokalna, obliczaj ¾aca sploty bezpósrednio z de�nicji.
Obliczanie splotów za pomoc ¾a szybkiej transformaty Fouriera jest szybsze od obliczania
z de�nicji oraz wolniejsze od obliczania za pomoc ¾a piramidy obrazów.
Na czas wykonywania operatora lokalnego w wersji Simple i Pyramid wyrázny wp÷yw

ma wartóśc parametru Sharpness. Jest to szczególnie widoczne przy nieprzyspieszonym
obliczaniu splotów. Szybkóśc wersji korzystaj ¾acej z szybkiej transformaty Fouriera
prawie nie zale·zy od wartóśc parametru Sharpness.
Metoda korzystaj ¾aca z piramidy obrazów ma niestety równie·z wady. Rezultaty jej

dzia÷ania nie s ¾a dok÷anie takie jak przy wersji Simple lub FFT. Przy du·zych wartósciach
parametru Sharpness ( > 12) w wielu scenach metoda korzystaj ¾aca z piramidy obrazów
mo·ze tworzýc mocno widoczne artefakty w pobli·zu najbardziej kontrastowych obszarów
obrazu.

Metoda Ashikhmina z 2002 roku

Parametry Czas obliczeń
Threshold = 0.1, Convolver = Pyramid 0.853 sek. 2.2 sek. 5.718 sek.
Threshold = 0.5, Convolver = Pyramid 0.936 sek. 2.861 sek. 6.543 sek.
Threshold = 1.0, Convolver = Pyramid 0.951 sek. 2.991 sek. 6.669 sek.
Threshold = 0.1, Convolver = FFT 2.284 sek. 12.141 sek. 30.764 sek.
Threshold = 0.5, Convolver = FFT 2.291 sek. 12.524 sek. 32.453 sek.
Threshold = 1.0, Convolver = FFT 2.295 sek. 12.608 sek. 32.011 sek.
Threshold = 0.1, Convolver = Simple 13.649 sek. 17.749 sek. 79.344 sek.
Threshold = 0.5, Convolver = Simple 15.626 sek. 45.956 sek. 113.138 sek.
Threshold = 1.0, Convolver = Simple 15.866 sek. 50.839 sek. 114.519 sek.

globala wersja operatora 0.31 sek. 0.985 sek. 2.06 sek.

Wyniki dzia÷ania metody Ashikhmina s ¾a analogiczne do wyników metody
Reinharda. Najszybsza jest globalna wersja operatora i jest ona ponad dwa razy szyb-
sza do wersji lokalnej z przyspieszonym piramidami obliczaniem splotów. Najwolniejsza
jest metoda lokalna nieprzyspieszaj ¾aca obliczania splotów. Wersja korzystaj ¾aca z
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szybkiej transformaty Fouriera daje, tak jak wczésniej, wyniki pósrednie. Warto za-
uwa·zýc równie·z, ·ze globalna wersja operatora Ashikhmina jest minimalnie szybsza od
globalnej wersji operatora Reinharda, a pozosta÷e warianty s ¾a o ok. jedna trzeci ¾a wol-
niejsze.
Parametrowi Sharpness z metody Reinharda odpowiada Threshold, zwi¾ekszenie jego

wartósci powoduje wyd÷u·zenie czasu mapowania w wariantach Pyramid i Simple. Czas
obliczeń wersji FFT praktycznie nie zale·zy od wartósci parametru Threshold.
Wykorzystanie pyramid do obliczania splotów daje w rezultacie tylko troch¾e inny

obraz ni·z wersje Simple i FFT. Nie powoduje powstawania artefaktów, jednak uzyski-
wany obraz jest mniej wyrázny, tak jakby by÷otrzymany z mniejszej wartósci parametru
Threshold.

Metoda Duranda i Dorsey z 2002 roku

Filtr bilateralny Czas obliczeń
prosty 118.035 sek. 348.71 sek. 880.84 sek.

przedzia÷ami liniowy 2.25 sek. 13.166 sek 42.558 sek.
szybki 0.487 sek. 1.662 sek. 3.835 sek.

Jak widác obliczanie �ltru bilateralnego z de�nicji (wersja prosta operatora) jest
bardzo czasoch÷onne. Czas obliczeń wersji prostej nie zale·zy od wartósci parametrów
Sigma R i Contrast, zale·zy natomiast istotnie od parametru Sigma S, okréslaj ¾acego
rozmiar �ltra 2.62. Czas w tabeli odpowiada standardowej wartósci Sigma S równej 10.
Zmniejszenie jego wartósci mog÷oby przýspieszýc metod¾e jednak jej autorzy zalecaj ¾a
u·zywanie wi¾ekszych wartósci Sigma S a to z kolei mocno wyd÷u·zy÷oby czas obliczeń.
Na szcz¾éscie przedstawione przez Duranda i Dorsey metody przyspieszania �ltrowania
bilateralnego sprawdzaj ¾a si¾e bardzo dobrze. Wersja przedzia÷ami liniowa jest przynaj-
mniej 20 razy szybsza od wersji prostej, natomiast wersja szybka jest conajmniej 4.5
razy szybsza od wersji przedzia÷ami liniowej.
Czasy dzia÷ania wersji szybkiej i przedzia÷ami liniowej nie zale·z ¾a od wartósci Sigma

S. Na ich dzia÷anie wp÷yw maj ¾a parametry Segments i Downsample, ilustruj ¾a to rys.
2.27 i rys. 2.29

4.3. Otrzymane obrazy
Wszystkie rezultaty zamieszczone w tym rozdziale powsta÷y przy u·zyciu programu
TM. Nie by÷y one poprawiane po mapowaniu za pomoc ¾a opcji Color lub Bright-
ness/Contrast, lub innych programów gra�cznych.
Najpierw zajmiemy si¾e obrazami otrzymanymi przez zastosowanie metod z para-

metrami domýslnymi, dzi¾eki czemu b¾edziemy w stanie cz¾ésciowo stwierdzíc jak skom-
plikowane jest korzystanie z poszczególnych metod. Dowiemy si¾e które cz¾ésci obrazów
testowych b¾ed ¾a sprawiác najwi¾ecej problemów oraz w jaki sposób objawiác si¾e b¾ed ¾a
wady poszczególnych metod. Nast¾epnie przedstawione zostan ¾a rezultaty mapowań
z parametrami dopasowanymi do obrazów testowych, co wyka·ze pe÷ne mo·zliwósci
poszczególnych metod. Dodatkowo zmiany w parametrach potrzebne do osi ¾agni¾ecia
dobrych rezultatów uzupe÷ni ¾a nasz ¾a wiedz¾e o tym jak wymagaj ¾ace od u·zytkownika
jest korzystanie z metod.
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Rysunek 4.35: Obraz lamp.hdr mapowany wszystkimi zaimplementowanymi opera-
torami ze standardowymi wartósciami parametrów. Rezultaty u·zycia metod od gory,
od lewej: mapowania liniowego z korekcj ¾a gamma, Schlicka z 1994 roku, Warda z 1997
roku, Tumblina i Turka z 1999 roku, Reinharda et al. z 2002 roku, Ashikhmina z 2002
roku i Duranda i Dorsey z 2002 roku.

4.3.1. Mapowanie z parametrami domýslnymi

Obraz lamp.hdr

Rezultaty mapowania obrazka lamp.hdr przedstawia rys. 4.35. Znajduj ¾a si¾e na nim
od góry, od lewej rezultaty u·zycia metody: mapowania liniowego z korekcj ¾a gamma,
Schlicka z 1994 roku, Warda z 1997 roku, Tumblina i Turka z 1999 roku, Reinharda et
al. z 2002 roku, Ashikhmina z 2002 roku i Duranda i Dorsey z 2002 roku.
Jak widác rezultaty ró·zni ¾a si¾e ogóln ¾a jasnósci ¾a, w czym najbardziej wyró·znia si¾e

metoda Schlicka, daj ¾aca zdecydowanie najciemniejszy obraz. Mimo tego prawie wszys-
tkie metody s ¾a w stanie wystarczaj ¾aco dobrze skompresowác jasnósci obrazu (równie·z
metoda Schlicka), rezultaty ich dzia÷anie mo·znaby w÷ásciwie pozostawíc bez dodatkowej
korekcji parametrów. Najlepsze rezultaty osi ¾agn¾e÷y metody Reinharda i Warda. Mimo
tego, ·ze pierwsza z nich daje troch¾e za jasny obraz, a druga tworzy minimalne artefakty
na ścianie w pobli·zu lampy.
Jedynie metoda mapowania liniowego z korekcj ¾a gamma i metoda Duranda i Dorsey

nie zachowa÷y detali przy lampie.
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Rysunek 4.36: Obraz memorial.hdr mapowany ze standardowymi wartósciami
parametrów. Kolejnóśc wymików taka jak w rys. 4.35.

Metody Tumblina i Ashikhmina skompresowa÷y kontrast obrazu a·z za mocno, co
zmniejszy÷o g÷¾ebi¾e obrazu. Widác to porównuj ¾ac wielkóśc i g÷adkóśc zmiany jasnósci
owalnego obszaru ściany najbli·zej lampy. W przypadku metod Tumblina i Ashikhmina
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Rysunek 4.37: Obraz bigfogmap.hdr mapowany wszystkimi zaimplementowanymi
operatorami ze standardowymi wartósciami parametrów. Kolejnóśc wymików taka

jak w rys. 4.35.

obszar ten bardzo s÷abo wyró·znia si¾e z powierzchni ściany. Dodatkowo metody te
tworz ¾a lekkie artefakty �halo�, metoda Ashikhmina praktycznie na wszystkich kraw¾edzi-
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ach a metoda Tumblina na kraw¾edzi cienia sto÷u rzucanego na ścianie. Obraz odw-
zorowany przez metod¾e Tumblina jest równie·z troch¾e wyblak÷y.

Obraz memorial.hdr

Rezultaty mapowania obrazka memorial.hdr zawiera rys. 4.36. Kolejnóśc umiesz-
czonych obrazków jest taka sama jak w rys. 4.35.
Tak jak w przypadku lamp.hdr najbardziej widoczne s ¾a ró·znice w ogólnej jasnósci

rezultatów. Znów najciemniejszy jest wynik metody Schlicka, tym razem jednak jego
jasnóśc jest zbyt ma÷a przez co du·za cz¾éśc detali z ciemniejszych obszarów sceny jest
niewidoczna. Mapowanie liniowe z kompresj ¾a gamma nie jest w stanie odwzorowác
szczegó÷ów zarówno w najjásniejszych jak i najciemniejszych obszarach.
Pod wzgl¾edem zachowania widocznósci jak najwi¾ekszej liczby detali, najlepiej wypada

metoda Ashikhmina. Rezultat jej dzia÷ania zachowuje odpowiedni ¾a widocznóśc zde-
cydowanej wi¾ekszósci detali obrazu (poza lewym górnym rogiem). Na szczególn ¾a
uwag¾e zas÷uguje wysoka jakóśc odwzorowania szklanego zwieńczenia kopu÷y i witra·ze.
Podobn ¾a, choć jednak troch¾e s÷absz ¾a, jakóśc kompresji prezentuje metoda Tumblina,
rezultat jej dzia÷ania jest, tak jak w przypadku obrazu lamp.hdr, troch¾e wyblak÷y.
Metody Tumblina i Ashikhmina dobrze zachowuj ¾a widocznóśc detali, nie radz ¾a sobie

jednak z zachowaniem g÷¾ebi obrazu. Z tym zadaniem najlepiej upora÷y si¾e metody
Warda i Reinharda, zachowuj ¾ac jednoczésnie wysoki poziom detalu.

Obraz bigfogmap.hdr

Na rys. 4.37 przedstawione s ¾a wyniki mapowania obrazka bigfogmap.hdr. Kolejnóśc
umieszczonych rezultatów jest taka sama jak w przypadku rys. 4.35.
Tak jak w dwóch poprzednich obrazach testowych, równie·z teraz obserwujemy wa-

hania ogólnej jasnósci rezultatów. Wyró·znia si¾e tu szczególnie wynik mapowania lin-
iowego z korekcj ¾a gamma. Metoda ta nie radzi sobie zupe÷nie z obrazem, co sprawia
·ze na jego wi¾ekszej cz¾ésci widác tylko jasn ¾a plam¾e, bez ·zadnych szczegó÷ów. Najciem-
niejszy jest wynik metody Schlicka. Widocznóśc detali w najciemniejszych obszarach
sceny jest niewystarczaj ¾aca. Detale w jasnych cz¾ésciach obrazu, w tym przypadku
cz¾éśc drzewa zas÷aniaj ¾aca lamp¾e, s ¾a zbyt ma÷o wyrázne.
S÷abo wypada równie·z metoda Warda. Nie odwzorowuje dok÷adnie źród÷a świat÷a,

tworz ¾ac do tego du·zy rozb÷ysk z jego prawej strony. Detale w ciemnych obszarach
obrazu s ¾a tak·ze s÷abo widoczne.
Podobne do siebie rezultaty daj ¾a metody Tumblina i Duranda. Zamiast źród÷a

świat÷a i przys÷aniaj ¾acych je lísci widác tylko bia÷o-·zó÷t ¾a plam¾e, jednak poza tym
miejscem obrazy zachowuj ¾a szczególy nawet w ciemnych partiach. Metoda Tumblina
daje, jeszcze bardziej ni·z przy lamp.hdr i memorial.hdr, rozjásniony i wyblak÷y obraz.
Z obrazem bigfogmap.hdr najlepiej poradzi÷y sobie metody Ashikhmina i Reinharda.

Na szczególn ¾a uwag¾e zas÷uguje bardzo dobre odwzorowanie przez metod¾e Ashikhmina
źród÷a świat÷a, wyráznie widoczne s ¾a zas÷aniaj ¾ace je líscie. Lepiej ni·z w przypadku
innych metod widác równie·z odbicia świat÷a w tylnych szybach samochodów pod
drzewem. Metoda Reinharda z najtrudniejszymi obszarami sceny radzi sobie troch¾e
gorzej od metody Ashikhmina, jednak lepiej od pozosta÷ych.
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Rysunek 4.38: Rezultaty mapowania obrazu lamp.hdr. Kolejnóśc wyników taka sama
jak na rys. 4.35.

4.3.2. Mapowanie z dopasowanymi parametrami

Obraz lamp.hdr

Na rys. 4.38 przedstawione s ¾a rezultaty mapowania obrazu lamp.hdr z parametrami,
których zastosowanie dawa÷o najlepsze wyniki.
Jak widác wszystkie metody da÷y zadowalaj ¾ace wyniki. Rezultat metody Ashikhmina

nie ma ju·z artefaktów przy kraw¾edziach, w dalszym ci ¾agu pozosta÷jednak zbyt ma÷o
kontrastowy. Poza przypadkiem Ashikhmina wszystkie otrzymane obrazy s ¾a do siebie
bardzo podobne. Wyst¾epuj ¾a tylko niewielkie ró·znice w ogólnej jasnósci, rozmiarze i
g÷adkósci owalnego obszaru ściany najbli·zej lampy. Nieznacznie ciemniejsze od innych
s ¾a efekty dzia÷ania metod Ashikhmina oraz Duranda.
Do osi ¾agni¾ecia powy·zszych rezultatów u·zyte zosta÷y nast¾epuj ¾ace parametry:
� Mapowanie liniowe z korekcj ¾a gamma: Exposure = 0.27, Gamma = 2.7. We
wszystkich metodach parametr Gamma odpowiedzialny jest jedynie za korekcj¾e
opisan ¾a w rozdziale 1.6. Wyj ¾atkiem od tej regu÷y jest metoda mapowania lin-
iowego z korekcj ¾a gamma, w której podwy·zszona wartóśc parametru dodatkowo
kompresuje jasnósci. Mo·zliwósci kompresji za pomoc ¾a gammy s ¾a mocno ogranic-
zone poniewa·z zwi¾ekszenie parametru szybko powoduje blakni¾ecie obrazu. W
przypadku obrazu lamp.hdr lekkie zwi¾ekszenie parametru, razem z odpowied-
ni ¾a wartósci ¾a Exposure da÷o bardzo dobre efekty. Przypomnijmy, ·ze najlepsze
rezultaty powinna dawác wartóśc Exposure równa odwrotnósci luminancji naj-
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ciemniejszego miejsca, które w wynikowym obrazie ma býc bia÷e.

� Metoda Schlicka z 1994 roku: DNBG = 4. Metoda Schlicka powinna dzia÷ác
najlepiej gdy parametr DNBG wybierany jest za pomoc ¾a opcji Choose DNBG.
Cz¾esto jednak uzyskuje si¾e lepszy rezultaty przy DNGB troch¾e mniejszym lub
wi¾ekszym od wybranego za pomoc ¾a Choose DNBG. W warunkach testowych
korzystaj ¾ac z opcji Choose DNBG otrzymywalísmy wartóśc 9. Dla sceny lamp.hdr
lepiej wygl ¾ada÷y obrazy mapowane z DNBG mniejszym od 9.

� Metoda Warda et al. z 1997 roku: Sight Angle = 170. Zwykle, gdy opcje
odpowiedzialne za symulowanie ludzkiego widzenia s ¾a wy÷¾aczone, parametr Sight
Angle nie ma widocznego wp÷ywu na jakóśc rezultatu. W przypadku lamp.hdr
zwi¾ekszona jego wartóśc eliminuje artefakty ze ściany. Dzieje si¾e tak dlatego, ·ze
Sight Angle okrésla pósrednio liczb¾e próbek, z których obliczany jest histogram,
dzi¾eki czemu jest on dok÷adniejszy.

� Metoda Tumblina i Turka z 1999 roku: w Color = 0.9, LCIS Images = 3 w0 =
1.0, w1 = 1.0, w2 = 0.75, k0 = 0.0, k1 = 0.06, k2 = 0.1. Do osi ¾agni¾ecia zadowala-
j ¾acych rezultatów wystarcz ¾a trzy obrazy LCIS. O stopniu kompresji wynikowego
obrazu decyduje waga ostatniego z uproszczonych obrazów, w tym przypadku w2.
Waga zerowego powinna zawsze wynosíc 1.0, a wartósci wag pósrednich powinny
znajdowác si¾e mi¾edzy nimi.

� Metoda Reinharda et al. z 2002 roku: Key Value = 0.09, opcja Is Local wy÷¾aczona.
Obraz testowy lamp.hdr jest na tyle prosty do odwzorowania, ·ze dobre rezultaty
daje ju·z globalna wersja metody Reinharda. Dodatkowo regulacja parametru Key
Value umo·zliwi÷a dostosowanie jasnósci obrazu.

� Metoda Ashikhmina z 2002 roku: opcja Is Local wy÷¾aczona. Równie·z tu wersja
globalna operatora okaza÷a si¾e wystarczaj ¾aca do odwzorowania obrazu testowego.
Niestety metoda Ashikhmina nie umo·zliwia zmiany ogolnej jasnósci wyniku.

� Metoda Duranda i Dorsey z 2002 roku: Contrast = 4.0. Metoda ta tak·ze nie
posiada parametru bezpósredniego wp÷ywaj ¾acego na ogóln ¾a jasnóśc. Mo·zna co
prawda próbowác zmieníc jasnóśc poprzez zmian¾e parametrów Contrast, Sigma
S i Sigma R, jednak wymaga to wielu prób i nie gwarantuje oczekiwanych zmian.

Obraz memorial.hdr

Na rys. 4.39 znajduj ¾a si¾e rezultaty mapowania obrazu memorial.hdr z dopasowanymi
parametrami.
Ró·znice w ogólnej jasnósci dalej s ¾a widoczne, jednak znacznie mniej ni·z w przypadku

parametrów domýslnych.
Wśród uzyskanych wyników dóśc wyráznie widác podzia÷na metody zachowuj ¾ace

g÷¾ebi¾e obrazu i metody eksponuj ¾ace detale. Ogólnie metody z grupy pierwszej s÷abiej
kompresuj ¾a obraz przez co cz¾éśc detali jest na nich mniej widoczna. Do tej grupy za-
liczaj ¾a si¾e metody: mapowania liniowego z korekcj ¾a gamma, Schlicka, Warda,
Reinharda i Duranda. Z kolei obrazy generowane przez drug ¾a grup¾e, czyli metody:
Tumblina i Ashikhmina, maj ¾a dobrze widoczne detale jednak mog ¾a wydawác si¾e p÷askie.
Jak mo·zna si¾e by÷o spodziewác, ẃsród metod pierwszej grupy najs÷abiej wypad÷o

mapowanie liniowe z korekcj ¾a gamma. MetodyWarda i Schlicka daj ¾a prawie identyczne
rezultaty. Detale w kopule nie s ¾a tak dobrze odwzorowane jak w przypadku pozosta÷ych
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Rysunek 4.39: Rezultaty mapowania obrazu memorial.hdr. Kolejnóśc wyników taka
sama jak na rys. 4.35.

metod, jednak wyniki tych metod świetnie zachowuj ¾a g÷¾ebi¾e utrzymuj ¾ac widocznóśc
detali na przyzwoitym poziomie. Metoda Reinharda, tak jak dwie wczésniejsze dobrze
oddaje g÷¾ebi¾e a przy tym wi¾ekszóśc detali zachowuje lepiej od nich. Metoda Duranda
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daje zdecydowanie najciemniejszy rezultat a parametry metody nie umo·zliwiaj ¾a jego
rozjásnienia. Mimo tego zarówno w najciemniejszych jak i w najjásniejszych obszarach
sceny detale s ¾a ca÷kiem wyrázne. Co wi¾ecej, jako jedyna z metod zachowuj ¾acych g÷¾ebi¾e
bardzo dobrze odwzorowuje zwieńczenie kopu÷y.
Do uzyskania rezultatów z rys. 4.39 zastosowano nast¾epuj ¾ace parametry:
� Mapowanie liniowe z korekcj ¾a gamma: Exposure = 1.0, Gamma = 2.9. Dzi¾e-
ki zwi¾ekszeniu Gammy widocze s ¾a detale w ciemniejszych rejonach sceny a dok÷ad-
niej belki pod dachem z lewej strony. Zwi¾ekszaj ¾ac jeszcze bardziej Gamme mo·zn-
aby zwi¾ekszýc widocznóśc jasnych detali, jednak spowodowa÷oby to, ·ze obraz
by÷by mocno wyblak÷y.

� Metoda Schlicka z 1994 roku: DNBG = 9, opcja Non Uniform wy÷¾aczona. Mani-
pulacja parametremNon Uniform powoduje niewielkie zmiany w kontráscie otrzymy-
wanego obrazu. W tym przypadku rezultat wygl ¾ada lepiej przy ustawieniu Non
Uniform jako wy÷¾aczony.

� Metoda Warda et al. z 1997 roku: wszystkie parametry domýslne. Niestety
metoda ta nie daje mo·zliwósci regulacji widocznósci detali. W niektórych obrazach
mog ¾a býc one widoczne mniej lub bardziej przy ró·znych wartósciach parametru
Adjustment, jednak nie w przypadku memorial.hdr.

� Metoda Tumblina i Turka z 1999 roku: Num Steps = 500, Step Length = 0.5,
w Color = 0.9, LCIS Images = 5, w0 = 1.0, w1 = 1.0, w2 = 1.0, w3 = 1.0, w4
= 0.34, k0 = 0, k1 = 0.1, k2 = 0.2, k3 = 0.3, k4 = 0.4. Uzyskany obraz jest
troch¾e wyblak÷y, za jasny i zdecydowanie brak w nim g÷¾ebi, jednak zachowuje
widocznóśc nawet najdrobniejszych szczegó÷ów. Autorzy metody zalecaj ¾a u·zy-
wanie Step Length = 1/32, jednak w przypadku tego obrazu u·zycie wi¾ekszej
wartósci nie powoduje pojawienia si¾e ·zadnych artefaktów.

� Metoda Reinharda et al. z 2002 roku: Key Value = 0.09, Sharpness = 13, Con-
volver = FFT. Convolver FFT daje dok÷adniejsze rezultaty od wersji Pyramid a
wi¾eksza wartóśc Sharpness poprawia widocznóśc detali.

� Metoda Ashikhmina z 2002 roku: Threshold = 0.4, Convolver = FFT.

� Metoda Duranda i Dorsey z 2002 roku: Contrast = 3.5, Sigma R = 1.3. Zwi¾ek-
szenie parametru Sigma R w przypadku tego obrazu zwi¾eksza g÷¾ebi¾e.

Obraz bigfogmap.hdr

Na rys. 4.40 przestawione s ¾a rezultaty mapowania obrazu bigfogmap.hdr z wartósciami
parametrów dostosowanymi do obrazu testowego.
Wspomniany przy obrazie memorial.hdr podzia÷na metody zachowuj ¾ace g÷¾ebi¾e i

zachowuj ¾ace detale nie jest tu specjalnie widoczny.
Obraz bigfogmap.hdr w sumie sprawi÷najwi¾ecej problemów a dok÷adniej najwi¾ecej

metod, bo a·z trzy, nie da÷y zadowalaj ¾acych rezultatów. Do metod tych zalicza sie
mapowanie liniowe z korekcj ¾a gamma, metoda Warda oraz metoda Tumblina. Pierwsze
dwie poradzi÷y sobie dobrze praktycznie z ca÷¾a scen ¾a, poza lamp ¾a zas÷oni¾et ¾a przez
drzewo. Obszar ten wraz z ca÷kiem niema÷ym otoczeniem zosta÷odwzorowany jako
bia÷o�·zó÷ta plama, z prawie nie rozró·znialnymi detalami. Wynik dzia÷ania metody
Tumblina co prawda zachowuje dobrze szczegó÷y, równie·z w najtrudniejszym obszarze
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Rysunek 4.40: Rezultaty mapowania obrazu bogfogmap.hdr z parametrami
dostosowanymi do obrazu. Kolejnóśc wyników taka sama jak na rys. 4.35.

sceny, jednak jest zdecydowanie za jasny i zbyt wyblak÷y, do tego przy wielu kraw¾e-
dziach wyst¾epuje �halo�.
Pozosta÷e metody da÷y dobre rezultaty, zarówno jésli chodzi o okolice lampy jak
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i pozosta÷e obszary. Niew ¾atpliwie najdok÷adniej okolice lampy odwzorowa÷a metoda
Ashikhmina. Na jej wyniku najwyrázniej widoczne s ¾a líscie zas÷aniaj ¾ace lamp¾e.
Parametry u·zyte przy mapowaniu obrazu bigfogmap.hdr s ¾a nast¾epuj ¾ace:
� Mapowanie liniowe z korekcj ¾a gamma: Exposure = 0.035, Gamma = 2.7.

� Metoda Schlicka z 1994 roku: DNGB = 1, opcja Non Uniform wy÷¾aczona.

� Metoda Warda et al. z 1997 roku: Adjustment = Linear. W tym przypadku lin-
iowe ograniczenie histogramu dawa÷o najlepsz ¾a kompresj¾e detalu w najjásniejszym
obszarze sceny. Niestety w otrzymanym obrazie przejawia÷o si¾e to tylko zmniejsze-
niem ·zó÷tej plamy w pobli·zu lampy.

� Metoda Tumblina i Turka z 1999 roku: Num Steps = 250, Step Length = 0.025,
w Color = 0.7, LCIS Images = 4, w0 = 1.0, w1 = 1.0, w2 = 1.0, w3 = 0.175, k0
= 0.0, k1 = 0.05, k2 = 0.1, k3 = 0.15. W tym obrazie testowym u·zycie wi¾ekszych
wartósci parametrów Step Length i k powodowa÷o pojawianie si¾e dosýc wyráznych
artefaktów przy kraw¾edziach.

� Metoda Reinharda et al. z 2002 roku: Key Value = 0.14, Sharpness = 12, Con-
volver = FFT.

� Metoda Ashikhmina z 2002 roku: Threshold = 0.5, Convolver = FFT.

� Metoda Duranda i Dorsey z 2002 roku: Contrast = 4.

4.4. Podsumowanie
Mo·znaby odniéśc wra·zenie, ·ze g÷ównym problemem i ró·znic ¾a mi¾edzy porównywanymi
metodami mapowania tonów jest ogólna jasnóśc w generowanych przez nie rezulta-
tach. Problem ten jest jednak tylko pozorny. Mo·zna go ÷atwo wyeliminowác stosuj ¾ac
do wyników standardowe przekszta÷cenia obrazów nisko-kontrastowych.To samo doty-
czy równie·z saturacji i kontrastu. Trzeba jednak pami¾etác, ·ze zarówno korekcja jas-
nósci jak i nasycenia czy kontrastu metodami nisko�kontrastowymi nie da tak dobrych
rezultatów jakie da÷yby podobne przekszta÷cenia wykonane przy przetwarzaniu obrazu
wysoko�kontrastowego. Dlatego wa·zne jest aby metoda mapowania tonów umo·zli-
wia÷a ÷atw ¾a kontrol¾e nad jasnósci ¾a sceny, kontrastem i poziomem widocznósci detali.
W niektórych przypadkach przydatna by÷aby tak·ze mo·zliwóśc regulacji nasycenia.
Wśród siedmiu metod przedstawionych w tej pracy ·zadna nie umo·zliwia÷a jed-

noczesnej kontroli nad wszystkimi w÷asnósciami obrazu wyj́sciowego. Chyba dlatego
nie mo·zna wybrác spósród nich najlepszej. Ka·zda z metod ma swoje dobre strony i
dla pewnych obrazów daje bardzo dobre rezultaty. Jednak dla ka·zdej mo·zna równie·z
znaléźc obraz, który inne metody odwzoruj ¾a lepiej.
Podsumowuj ¾ac cechy charakterystyczne wszystkich metod:
Metoda mapowania liniowa z korekcj ¾a gamma jest �najs÷absz ¾a�z metod. Jest jed-

nak w stanie dobrze odwzorowác obraz o średnim zakresie dynamicznym. Do tego
jest bardzo ÷atwa w implementacji, ma najkrótsze czasy obliczeń oraz jest prosta w
obs÷udze. Maj ¾ac do czynienia z prostymi scenami, metoda ta mo·ze okazác si¾e wystar-
czaj ¾aca.
Metoda Schlicka przy minimalnie d÷u·zszych czasach obliczeń i niewiele wi¾ekszym

skomplikowaniu zapewnia dobry poziom kompresji tonów, zachowuj ¾ac g÷¾ebi¾e obrazu.
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Rozdzia÷4. Porównanie dzia÷ania metod

Pozwala te·z ÷atwo mody�kowác jaknóśc rezultatu. Niestety nie umo·zliwia sterowania
widocznósci ¾a detali a w niektórych obrazach jej kompresja okazuje sie niewystarczaj ¾aca
do wyráznego odwzorowania najtrudniejszych detali.
Metoda Warda et al. jest równie·z szybka, w wi¾ekszósci przypadków daje dobre

mapowanie, nie wymagaj ¾ac praktycznie ingerencji u·zytkownika. Jednak przy trud-
niejszych scenach mo·ze nie odwzorowywác dobrze detali. Nie ma równie·z ·zadnej
mo·zliwósci zmiany jasnósci czy widocznósci szczegó÷ów. Metoda ta jednak jako je-
dyna umo·zliwia symulacj¾e efektów charakterystycznych dla ludzkiego widzenia.
Metoda Tumblina i Turka potra� bardzo dobrze wyeksponowác nawet subtelne

szczegó÷y z trudnych obrazów. Niestety osi ¾agni¾ecie dobrych rezultatów wymaga usta-
wienia od ósmiu do czternastu parametrów co przy bardzo d÷ugich czasach dzia÷ania
metody, sprawia ·ze korzystanie z niej jest zdecydowanie trudniejsze od innych metod.
Do tego metoda nie umo·zliwia sterowania jasnósci ¾a rezultatu a przy tym cz¾esto daje
za jasne wyniki.
Metoda Reinharda et al. wprawdzie nie jest w stanie najlepiej odwzorowác naj-

jásniejszych detali w najbardziej kontrastowych obrazach. W ka·zdej sytuacji zapewnia
jednak dobry poziom oddania szczegó÷u oraz g÷¾ebi rezultatu. W po÷¾aczeniu z niez÷¾a
szybkósci ¾a i prostymi w obs÷udze parametrami umo·zliwiaj ¾acymi intuicyjn ¾a zmian¾e
ogólnej jasnósci i ekspozycji detali, stanowi zdecydowanie jedn ¾a z najlepszych metod
przedstawionych w tej pracy
Metoda Ashikhmina jest troch¾e wolniejsza od metody Reinharda, s÷abo oddaje

g÷¾ebi¾e. Nie ma jednak ·zadnych problemów z odwzorowywaniem szczegó÷ów nawet
najbardziej kontrastowych scen. Do tego wymaga manipulowania tylko jednym para-
metrem Threshold, okréslaj ¾acym widocznóśc detali. Nie umo·zliwia zmiany jasnósci
wyniku, jednak przy wi¾ekszósci obrazów nie jest to potrzebne poniewa·z metoda sama
ustala jasnóśc na odpowiednim poziomie.
Metoda Duranda i Dorsey jest najszybsz ¾a z metod lokalnych obok metody

Reinharda. Dla wi¾ekszósci obrazów w celu uzyskania bardzo dobrej widocznósci zarówno
w ciemnych jak i jasnych partiach sceny wystarczy manipulowanie tylko jednym para-
metrem Contrast, przy u·zyciu dwóch innych parametrów Sigma S i Sigma R mo·zliwa
jest te·z zmiana g÷¾ebi obrazu kosztem widocznósci szczegó÷ów. Metod¾e t¾e, obok metod
Reinharda et al. i Ashikhmina, nale·zy zaliczýc do najlepszych ẃsród wszystkich przed-
stawionych w pracy.
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