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Streszczenie

Celem niniejszej pracy jest implementacja, opis i upublicznienie programu skanera
3D o otwartym zrodle bazujacego na strukturalnym oswietleniu. Punktem wyjscia pracy
jest opis rozwiazania w pracy A low cost 3D scanner based on structured light [1] skon-
struowanego w celu dokumentacji dziedzictwa kulturowego. Skaner jest oparty o tatwo
dostepne na rynku urzadzenia i ma sie cechowaé latwoécia instalacji i obshugi.

Projekt sktada sie z programu, jego dokumentacji, danych testowych i niniejszej pra-
cy. Rozdziat pierwszy oferuje krotkie wprowadzenie do problemu skanowania oraz opis
pracy bazowej. W rozdziale drugim jest opisany zgeneralizowany algorytm stosowany
skanerach bazujacych na oéwietleniu strukturalnym skladajacym si¢ z paskow. Rozdzial
trzeci opisuje implementacje programu oraz omawia napotkane problemy. W rozdziale
czwartym sa opisane wykonane testy oraz napotkane bledy. Rozdzial piaty opisuje moz-
liwe rozszerzenia. W dodatku A znajduje sie instrukcja instalacji i obstugi programu,
a w dodatku B opis zawartosci ptyty CD dotaczonej do pracy.
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1 Wstep

Skanery 3D to urzadzenia, ktore zbieraja dane o ksztalcie obiektu. Moga tez rejestrowaé
inne wlasciwosci takie jak kolor. Dane sg potem wykorzystywane do konstrukcji cyfrowego
tréjwymiarowego modelu obiektu. Skanery maja szerokie zastosowanie w przemysle filmo-
wym i przy produkcji gier komputerowych. Inne zastosowania to projektowanie, odwrotna
inzynieria, protetyka, kontrola jakosci i dokumentacja dziedzictwa kulturowego.

1.1 Przeglad metod

Istnieje wiele rozwiazan dla problemu skanowania. Ze wzgledu na mnogo$é¢ zastosowan
i doéé¢ wysoka cene, urzadzenia sg w duzym stopniu wyspecjalizowane. Kazde z nich ma
swoje wady, zalety, ograniczenia i koszty. Wiele cech jest nie do pogodzenia. W zalezno-
Sci od zastosowania duze znaczenie maja: rozdzielczos¢, dokladnosé, powtarzalno$é, zakres
odlegtodci, nieinwazyjno$é¢, odpornosé na wpltywy érodowiska i szybkos¢.

Kurs [8] oferuje szersze wprowadzenie i przeglad metod. Na podanej stronie znajduje sie
tez wyczerpujaca lista odnosnikéw do stron producentéw urzadzen oraz oprogramowania
wspomagajacego proces skanowania.

Rysunek 1: Taksonomia skaneréw wedlug [8]
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1.2 Wybér rozwigzania

Spojrzmy na rysunek 1 w kontekscie wyboru skanera do skanowania dziet sztuki. Mu-
simy wykluczyé rozwiazania dotykowe ze wzgledu na mozliwosé uszkodzenia skanowanego
obiektu. Wérdd rozwiagzan bezdotykowych, skanery prze$wietlajace sa zbyt skomplikowane
i wymagaja drogiego sprzetu, a poniewaz odtwarzamy tylko ksztalt obiektu, przeswietle-
nia nie sg konieczne. Rozwiazania nieoptyczne nie oferuja zadanej precyzji dla skanowania
rzezb i stuzg gtownie do skanowania obiektéw znacznie wiekszej skali. Radary mikrofalowe sa
stosowane w samolotach i satelitach do uzyskiwania map terenu, a sonary na statkach do ba-
dania dna morskiego. Jedynie skanery laserowe bazujace na czasie lotu maja zastosowanie



w skanowaniu dziedzictwa kulturowego. Przykladem takiego zastosowania bylo skanowanie
Kaplicy Medyceuszéw w projekcie Michelangelo [2].

Rozpatrzmy rozwiazania optyczne. Rozwiazania pasywne sg nieodpowiednie, a ich roz-
woj dazy przede wszystkim do zastosowan w robotyce. Fotogrametria jest podatna na bledy
rekonstrukcji z powodu barwy obiektu i ma ograniczone zastosowanie dla obiektow o skom-
plikowanym ksztalcie. Metody odtwarzania ksztaltu z obryséw nie sa w stanie odtworzy¢
wklestych powierzchni. Odtwarzanie ksztaltu z ostrosci jest nieprecyzyjne i wymaga specja-
listycznego sprzetu. Praca [4] oferuje opis typowego skanera pasywnego bazujacego na ste-
reowizji.

Wéréd urzadzen bazujacych na aktywnym oswietleniu radar obrazujacy jest stosowa-
ny do znacznie wigkszej skali obiektéw, natomiast interferometria jest podatna na bledy.
Jak wida¢ najbardziej obiecujace sa aktywne urzadzenia optyczne bazujace na triangulacji,
w tym skanery laserowe i uzywajace $wiatta strukturalnego.

1.3 Praca bazowa

Autorzy pracy bazowej [1] mieli na celu stworzenie metody skanowania dziel sztuki.
Urzadzenie stara si¢ wypelni¢ luke pomiedzy tanimi komercyjnymi skanerami o niewystar-
czajacej dla tego zastosowania precyzji, a tymi z wysokiej potki, ktorych bardzo wysoka
cena hamuje ich zastosowanie. Jako przyktad wysokobudzetowego przedsiewziecia autorzy
cytuja Digital Michelangelo Project [2].

Dokumentacja dziedzictwa kulturowego wymaga nie tylko wysokiej precyzji, ale rowniez
dokladnego geometrycznie odwzorowania ksztaltu. Klasyczne narzedzia do modelowania
3D nie sg wiec odpowiednie do tego zastosowania, poniewaz wizualne podobienstwo nie jest
tutaj gltéwnym celem. Dokladne geometrycznie odwzorowanie ksztaltu pozwala na wiele
waznych w tej dziedzinie zastosowan modelu takich jak katalogowanie dziet oraz jego uzycie
do reprodukcji i odnawiania.

Praca bazowa opisuje rozwiagzanie optyczne z aktywnym oswietleniem strukturalnym.
Aspekt ekonomiczny rozwiazano opierajac sie na popularnych urzadzeniach konsumenckich:
aparacie i projektorze cyfrowym. Dzieki temu rozwiazanie korzysta z szybkiego rozwoju, jaki
postepuje w dziedzinach fotografii i projekcji cyfrowej. Zastosowanie projektora cyfrowego
jako zrédla swiatta ma dodatkowe zalety:

e umozliwia tatwe eksperymentowanie z réznymi wzorami;

e zapewnia bezpieczenstwo skanowanego obiektu ze wzgledu na brak ruchomych czesci
takich jak ramiona sterujace laserem, ktére mogltyby dokonaé¢ uszkodzen;

e przys$piesza proces otrzymywania danych poprzez o$wietlenie wiekszej powierzchni niz
rozwigzania stosujace laser.

Skaner ma kilka ograniczen, ktére dobrze wspélgraja z wybranym zastosowaniem. Ze
wzgledu na zastosowanie o$wietlenia wieloma wzorami, obiekt musi by¢ nieruchomy w czasie
otrzymywania danych. Ze wzgledu na dolna granice ostroéci projektora cyfrowego, nadaje
sie¢ si¢ do skanowania obiektow Sredniej skali. Jak kazde rozwiazanie bazujace na oswietleniu
strukturalnym, skaner z pracy bazowej wymaga kontrolowanych warunkéw oswietleniowych.
Poniewaz jest rozwiazaniem optycznym, nie pozwala na otrzymywanie ksztaltu obiektow
przezroczystych i odbijajacych Swiatlo, jesli nie zostana tymczasowo pokryte warstwa od-
bijajaca $wiatto.



1.4 Cel pracy

Celem niniejszej pracy jest udostepnienie programu skanera o otwartym zrédle. Program
ma by¢ tatwy w instalacji i obstudze. Architektura programu stara si¢ umozliwié rozwéj ela-
stycznego rozwiazania, ktérego poszczegdlne komponenty mozna by dostosowaé do potrzeb
konkretnej dziedziny. Jako punkt wyjécia program implementuje elementy pracy bazowej.

Tak jak w pracy, na ktorej oparto rozwiazanie, program ogranicza sie do uzyskiwania
jednego skanu, taczenie i wygladzanie pozostawiajac zewnetrznym programom. Wejsciem
dla programu sa zdjecia obiektu o$wietlonego wzorami a wyjsciem tréjwymiarowy model
powierzchni. Program generuje réwniez potrzebne do o$wietlania wzory w wybranej roz-
dzielczosci. Przedstawione rozwiazanie ogranicza si¢ do implementacji i opisu programu
i nie obejmuje mechanicznych czesci pracy bazowej (rusztowania i zestawu o$wietlenia).

2 Algorytm

2.1 Historia rozwigzania

Skanery bazujace na Swietle strukturalnym zrodzily sie z pomyshu zastapienia jednego
z aparatow w skanerze stereoskopowym przez aktywny element w postaci projektora lub
lasera. Dzieki temu znacznie latwiejszy staje sie problem znajdowania odpowiadajacych
sobie punktéw obrazu, ktéry dla pasywnych systeméw sprawia powazne problemy.

Weczesniejsze rozwiazania bazujace na projektorach analogowych cierpialy z powodu
btedéw utozenia kliszy. Ten problem nie istnieje dla rozwiazan bazujacych na cyfrowym
urzadzeniu (LCD/DLP), w ktérych matryca znajduje sie w stalym polozeniu. Dodatkowo
projektor cyfrowy pozwala na elastyczny wybér wzoréw [1] [6] dzieki czemu mozna tatwo
eksperymentowaé z ulepszeniami.

2.2 Zasada dzialania

Aktywny skaner optyczny uzyskuje informacje o polozeniu i ksztalcie obiektu na pod-
stawie triangulacji. Triangulacja polega na obliczeniu miejsca przeciecia sie plaszczyzny
i polprostej w przestrzeni.

Kazdemu punktowi na obrazie aparatu odpowiada pewien promien $wiatla (pétprosta).
Kazdemu rzutowi kolumny $rodkéw pikseli obrazu projektora (wzglednie wiersza, gdy pro-
jektor jest przesuniety w pionie wzgledem aparatu) odpowiada pewna plaszczyzna. Znajac
réwnania pélprostych odpowiadajacych punktom obrazu aparatu i ptaszczyzn odpowiada-
jacych oswietlajacym te punkty kolumnom, mozna odtworzy¢ jego potozenie w przestrzeni.
Przedstawione w tej pracy rozwiazanie uzywa bocznego przesuniecia, wiec w dalszych roz-
wazaniach zaktadamy, ze wzorami sa pionowe pasy.

Skaner wykonuje zdjecia obiektu oéwietlone specjalnymi wzorami. Wzory pozwalaja
na przyporzadkowanie punktom obrazu numeru kolumny obrazu projektora. Na podstawie
tych danych, potozenia projektora wzgledem aparatu oraz parametrow obiektywéw tych
urzadzen, da sie odtworzy¢ rownania pélprostych i ptaszczyzn odpowiadajacych punktom
obrazu. Proces ten jest opisany szczegdtowo ponizej i zilustrowany na rysunku 2.

2.3 Uproszczenia

Przedstawiony powyzej model jest uproszczony. Obiektyw aparatu zbiera informacje
o danym pikselu w przyblizeniu z dwéch stozkéw o wspdlnym wierzchotku w plaszczyznie
ostroéci, analogicznie projektor wyséwietla piksel ostro tylko w jednej ptaszczyznie. Zakres



Rysunek 2: Zasada dzialania (na podstawie pracy [9])

obiekt $

aparat

ostrosci jest jednak wystarczajaco duzy do wiekszoéci zastosowan. W dalszych rozwazaniach
pomijamy réwniez geometryczne znieksztalcenia obrazéw projektora i aparatu, ktérymi
zajmiemy si¢ w punkcie 2.7.

2.4 Zalozenia i uklad wspoélrzednych

Zakladamy, ze obraz obu urzadzen jest prostokatny a piksele majg réwnomierny rozktad.
Zakladamy, ze obraz aparatu ma wspolna z obiektywem o$ symetrii, natomiast matryca
projektora wspélna z obiektywem pionowa plaszczyzne symetrii. Zdecydowana wigkszosé
urzadzen na rynku spelnia te zalozenia.

Ustalamy, ze globalny uktad wspoélrzednych jest prawoskretny i zaczepiony w pozornym
ognisku obiektywu aparatu. Prosta X jest zwrocona w prawo, Y w dét, a Z w kierunku
skanowanego obiektu oraz boki obrazu aparatu sg réwnoleglte do prostych X i Y.

2.5 Kalibracja

Kalibracja ma na celu ustalenie wspélczynnikéw réwnan plaszczyzn przecinajacych
skrajne kolumny obrazu projektora oraz wspoétczynnikéow kierunkowych péiprostych prze-
cinajacych dwa przeciwlegle narozniki obrazu aparatu.

Wspbdlezynniki te mozna uzyskaé z ré6znych danych. Ponizej zakladamy, ze dane sa pozio-
my i pionowy kat widzenia oraz rozdzielczos¢ aparatu; poziomy kat projekcji i rozdzielczosé
oraz przesuniecie i obrot projektora.

2.5.1 Poélproste

Niech H i V beda pozioma i pionows rozdzielczoécia obrazu aparatu a « i 3 beda
poziomym i pionowym katem widzenia obiektywu. Rozpatrzmy potproste opisane uktadem
réwnan postaci:
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y = Ay-z (1)
r = Ax-z (
z > 0. (3)
Przy wyzej wymienionych zalozeniach pélprosta odpowiadajaca lewemu gérnemu na-
roznikowi obrazu ma nastepujace wspoélczynniki:

Azy = —tan%, (4)
Ayg = —tang, (5)

a wspolezynniki polprostej przecinajacej prawy dolny naroznik to:

Azg_1 = tan%, (6)
Ayy_1 = tang. (7)

Opisane polproste sa zaznaczone na rysunku 4 ilustrujacym ich interpolacje omawiang
ponizej.

2.5.2 Ptlaszczyzny

Aby uzyskaé réwnania plaszczyzn przecinajacych skrajne kolumny obrazu projektora
najpierw ustalimy ich réwnania w lokalnym uktadzie wspotrzednych projektora, a nastepnie
przejdziemy z nimi do globalnego uktadu wspotrzednych.

Ustalamy, ze lokalny uktad wspélrzednych projektora jest, analogicznie do globalnego
uktadu wspotrzednych aparatu, prawoskretny i zaczepiony w pozornym ognisku obiektywu
projektora. Prosta X’ jest zwrécona w prawo, Y/ w dol, a Z’ w kierunku o$wietlanego
obiektu oraz plaszczyzna x = 0 jest plaszczyzna symetrii obrazu projektora.

Niech N bedzie poziomg rozdzielczo$cia projektora a v poziomym katem projekcji. Roz-
patrzmy réwnania plaszczyzn postaci:

A-x2+B-y+C-z +D = 0. (8)
Roéwnania plaszczyzny przecinajacej skrajnie lewa i skrajnie prawa kolumne w lokalnym
ukladzie wspotrzednych to:
7 _
—1-x+0-y+tan§-z +0 = 0, 9)
1-x+0-y+tan%-z +0 = o0 (10)
W dalszych rozwazaniach, aby zwiekszyé¢ przejrzysto$é, oznaczmy wspoédlczynniki dla

skrajnie lewej i prawej plaszczyzny symbolicznie przez odpowiednio:

Ay-z+Bi-y+Cy-2 + D) = 0, (11)
Ay_1-2+By_1-y+Cy_1-2 +Dy_; = 0. (12)
Opisane ptaszczyzny sa zaznaczone na rysunku 5 ilustrujacym ich interpolacje omawiang

ponizej.
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2.5.3 Translacja ptaszczyzn do globalnego ukladu wspoélrzednych

Niech p, 7 i v (od angielskich roll, pitch, yaw) beda katami przechylu w lewo, pochylenia
do przodu, i skretu w lewo obrazu projektora wzgledem obrazu aparatu (wykonywanymi
na aktualnym lokalnym ukladzie wspotrzednych projektora w tej kolejnosci). Niech s, sy i
s, beda przesunieciami projektora wzgledem aparatu o kierunkach i zwrotach odpowiada-
jacych osiom X, Y i Z globalnego uktadu. Wtedy macierz M bedaca ztozeniem obrotéw
i przesuniecia przeksztatca punkty P’ = [2/,1/, 2/, 1]T na P = [z, y, 2, 1] z lokalnego uktadu
wspoéirzednych projektora do globalnego uktadu wspotrzednych aparatu:

M = SR,R.R,, (13)
P = MP, (14)

gdzie R,, R, R, sa macierzami opisanych wyzej obrotéw a S macierzg przesuniecia
zdefiniowanymi nastepujaco:

[cosp —sinp
sinp cosp
0 0
0 0
(10 0
0 coswm —sin7
0 sinm cosw

0 O 0

(15)

O = O O

co o PO oo

cosv 0 sinwv

0 1 0
—sinv 0 cosw
0

— o O O -

(18)

co o~
co~o
—

|

V2]

n

Wtedy macierz Q przeksztalcajaca wspolezynniki plaszezyzn N/ = (A", B, C", D'|T wlo-
kalnym uktadzie wspétrzednych projektora na N = [A, B,C, D] w globalnym ukladzie
wspotrzednych aparatu spelnia nastepujace réwnanie:

Q = (MY, (19)
N = QN (20)

stad, poniewaz macierze obrotu sa ortogonalne (dla kazdej z nich (R~!)” = R), mamy:
Q = S'R,R:R,. (21)

przy S’ zdefiniowanym nastepujaco:
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1 0 0 0
0 1 0 0

5/20010’ (23)
Sz Sy S, 1

Mnozac wynikowa macierz przez wspoélczynniki plaszczyzn przecinajacych skrajne ko-
lumny w lokalnym ukladzie — [Aj), By, Cj, Dp) oraz [Aly_q, By_1, Cn_1, Dy_q] — otrzymu-
jemy wspdlczynniki rownan ptaszczyzn przecinajacych skrajne kolumny obrazu projektora
w globalnym uktadzie wspoélrzednych:

Ay-x+By-y+Co-z +Dyg = 0, (24)
Av_1-x+By_1-y+Cn_1-2 +Dny_1 = 0. (25)

Rysunek 3 przedstawia rzut ortogonalny globalnego uktadu wspétrzednych z naniesio-
nymi wektorami przesuniecia i obrotami.

Rysunek 3: Translacja uktadu wspétrzednych

projektor |

Doktadny opis konstrukeji macierzy translacji uktadéw wspoétrzednych mozna znalezé
w ksiazce [11] w rozdziale 5. W szczegdlnosci wyprowadzenie réwnania 5.46 w tej ksiazce
omawia przejécie od macierzy translacji punktéw do macierzy translacji wspdtczynnikéw
réwnan plaszczyzny.

2.6 Generowanie réwnan

Zauwazmy, ze przy podanych powyzej zalozeniach, liniowa interpolacja pomiedzy wekto-
rami wspotczynnikow skrajnych plaszczyzn pozwala na uzyskanie wektora wspdtezynnikéw
dla ptaszczyzny przecinajacej dowolng kolumne projektora. Podobnie osobno interpolujac li-
niowo pomiedzy wspotczynnikami pionowego i poziomego odchylenia skrajnych pétprostych
mozemy uzyska¢ uktad réwnan opisujacy potprosta przecinajaca dowolny punkt obrazu apa-
ratu.
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2.6.1 Polproste

Aby uzyskaé¢ wspélezynniki prostej przecinajacej punkt obrazu o dowolnych wspotrzed-
nych h i v, interpolujemy liniowo pomiedzy wartosciami wspotczynnikow w naroznikach:

H—-1-h h
A = Axg —— 4t Az ——
Tp Lo~ 1 TRTH-1
V—-1-—v )
Ay, = AyO'ﬁ‘FAyV—l‘V_lv
stad mamy:
a 2h—(H-1)
A = t —_. -y 7
Th an2 H_1 y
g 2v—(V-1)
Ay, = —_— 7
Y tan2 V1

(28)

(29)

Rysunek 4 przedstawia rzut ortogonalny opisanych powyzej pétprostych ze schematycz-
nie zaznaczonym aparatem i osiami uktadu.

Rysunek 4: Interpolacja pétprostych

(Ax,, Ay, 1),

g
-
Piag
Do
-7
s

Ax, Ay, 1)

/NN

=7

2.6.2 Ptlaszczyzny

Aby uzyskaé¢ wspélczynniki réwnania plaszczyzny przecinajacej n-ta kolumne:

obraz w plaszczyznie z=1

A,-2+B,-y+Cy,-z +D, = 0.

(AXus Aoy 1)

(30)

interpolujemy liniowo pomiedzy wspotczynnikami ptaszczyzn przecinajacych skrajne ko-

lumny obrazu projektora:
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N—-1—n

e s e A e R

(31)
(32)
(33)

(34)

Rysunek 5 przedstawia rzut ortogonalny opisanych powyzej ptaszczyzn w lokalnym ukta-
dzie wspotrzednych projektora ze schematycznie zaznaczonym projektorem i osiami uktadu.

Rysunek 5: Interpolacja ptaszczyzn

(As, By, Ci, Dy)

(An, By, Gy, D)

projektor /..

-

2.7 Korekcja znieksztalcen

obraz w plaszczyZnie z=1

L g

Obiektywy obu urzadzen wprowadzaja geometryczne znieksztalcenia obrazu. Znieksztal-
cenia powodowane przez obiektyw aparatu tatwo jest usunaé nie zmieniajac opisanego poni-
zej ukladu réwnan, poniewaz dla kazdego wykrytego przeciecia generujemy osobng poétpro-
sta. Aby usunaé znieksztalcenia wprowadzane przez obiektyw projektora, trzeba réwnania
plaszczyzny zastapi¢ réwnaniami krzywych. Niniejsza praca pomija te korekcje, co powoduje
jednak mniejsze btedy, poniewaz obiektywy projektoréw maja mniejszy zakres ogniskowych
i mniej znieksztalcaja obraz niz te w aparatach.

Rozpatrzmy korekcje znieksztalcen obiektywu aparatu. Niech d bedzie réznowartoscio-
wa funkcja znieksztalcajaca, ktora kazdemu punktowi obrazu (rzutu perspektywicznego
o srodku w ognisku pozornym obiektywu aparatu) (h,v) przyporzadkowuje punkt na ma-
trycy aparatu o wspotrzednych (h/,v'), wtedy istnieje funkcja odwrotna d—!, ktéra punktom
matrycy przyporzadkowuje punkty obrazu.

Korekcja znieksztatcen sprowadza sie do przeksztatcenia wspétrzednych punktu matrycy
przez funkcje d—'. Mozna tez usunaé aberracje chromatyczna poprzez zastosowanie osobnej
funkcji dla kazdego koloru. Korekcji znieksztalcen mozna dokonaé wewnatrz skanera lub
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przy uzyciu zewnetrznego programu. Pierwsze rozwigzanie ma te zalete, ze unika dodatko-
wych bledéw numerycznych przy interpolacji nowych pozycji pikseli.

W roli funkcji d najczesciej uzywa sie wielomianu czwartego stopnia zmiennej r be-
dacej odlegtoécia od $rodka obrazu (r? = (Axj, — Aaz%)Q + (Ayp, — Ay%)Q), wtedy
dir)=E-r*+ F-r3+G-r*>+ H -r + I. Parametry dla tego wielomianu mozna uzyskaé
automatycznie — fotografujac specjalnie przygotowane plansze, recznie — poprzez korekcje
obrazu zawierajacego linie proste lub na podstawie zebranych wczesniej danych o aparacie
i obiektywie.

2.8 Wzory, wykrywanie i indeksowanie

W fazie indeksowania algorytm wykrywa przeciecia sie érodkow wierszy matrycy aparatu
z obrazami pionowych paséw rzucanych przez projektor na rekonstruowany obiekt. Indekser
ustala potozenie przeciecia w wierszu i odtwarza numer kolumny odpowiadajacej wykrytemu
obrazowi paska. Ten numer, razem z danymi z fazy kalibracji pozwala na ustalenie réwnania
odpowiadajacej mu plaszczyzny, a wykryta pozycja determinuje réwnanie potproste;j.

Najprostszym sposobem przyporzadkowania plaszczyzn kolumnom jest wykonanie dla
kazdej z nich osobnego zdjecia, na ktérym tylko jedna kolumna wzoru oswielajacego obiekt
jest jasna. Analogiczne rozwigzanie jest stosowane w wielu skanerach laserowych, gdzie
uzywa sie rozproszonego w plaszczyZnie lasera, na przyklad w pracy [3]. Stosujac inne
wzory mozna zmniejszy¢ ilosé zdje¢ potrzebnych do odtworzenia numeru kolumny.

2.8.1 Wybér wzoréw

Praca bazowa [1], jak réwniez moja implementacja opieraja sie na bezkontekstowym
rozwiazaniu problemu indeksowania. Rozwiazanie to stosuje kody Graya i wymaga logo N
zdjeé¢ oSwietlonych wzorami, gdzie IV to pozioma rozdzielczosé projektora. Rozwiazanie bez-
kontekstowe znacznie upraszcza indeksowanie, poniewaz kazde odtwarzanie indeksu mozna
rozpatrywaé lokalnie, bez analizowania wiekszego otoczenia zdjecia.

Autorzy rozpatrywali inne rozwiazania bazujace na kontekstowych wzorach, ktére po-
zwalaja na indeksowanie z jednego zdjecia. Uznali je jednak za niewtasciwe dla ich zastoso-
wan ze wzgledu na mozliwo$é blednego odtworzenia indekséw w skomplikowanych topolo-
giach, w ktérych czesci obiektu wzajemnie na siebie zachodza z punktu widzenia aparatu,
oraz mniejsza odpornosé na btedy spowodowane barwa obiektu. Dodatkowo uzycie innych
niz podstawowe kolory wprowadza bledy z uzyciem projektoréw LCD, gdzie kolory (RGB)
sg wyéwietlane obok siebie. Architektura programu zezwala na tatwe rozszerzenie lub wy-
miane istniejacego generatora i indeksera na bardziej pasujace do innych zastosowan, jak
na przyklad rozwiazanie z pracy [6].

2.8.2 Wzory

Uzyte wzory skladaja sie z pionowych paséw. Kazda kolumna ma jednolity kolor, ktéry
na k-tym wzorze odpowiada k-tej od konca cyfrze kodu Graya odpowiadajacej kolumnie.
Zera sy oznaczone kolorem czerwonym, jedynki niebieskim, a pozycje graniczne sg zielone.
Na pierwszym wzorze pasy sa najszersze, poniewaz cyfry kodu Graya zmieniaja sie rzadziej
na bardziej znaczacych pozycjach (zobacz rysunek 6). Ostatni wzér odpowiada drugiemu
bitowi kodu (pierwszy bit bylby caly zielony).

Ciag p(n) = 2871 4 2% . n generuje pozycje zielonych paskéw na k-tym wzorze. Cie-
kawe spojrzenie na generowanie numeréow paskéw odpowiadajacych kodowi refleksyjnemu
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Graya zawiera pierwszy rozdzial ksiazki [12]. Pozycje te ze wzoréw ulozonych w odwrotnej
kolejnosci (tj. od najbardziej gestych do najrzadszych) tworza ciag Jézefa Flawiusza.

Autorzy pracy bazowej eksperymentowali ze standardowymi wzorami kodujacymi cyfry
jako bialy i czarny. W ostatecznej wersji zastosowali wzory kolorowe. Wzory kolorowe po-
zwalaja na zwigkszenie precyzji odtwarzania i ulatwiaja wykrywanie ocienionych regionéw
zdjecia. Wykrywanie miejsca zmiany jest mniej precyzyjne niz wykrywanie $rodka paska.
Jest to spowodowane nieliniowg czultodcia matrycy aparatu, niezerowym poziomem jasnosci
czarnej barwy w projektorze, przenikaniem koloréw (color crosstalk) oraz odbiciami. Wy-
krywanie $rodka zielonego paska jest wolne od dwéch pierwszych problemoéw i mniej podatne
na trzeci. Zielony pasek zachowuje polozenie swojego srodka w obecnosci obu z nich, jesli
tylko jasnos¢ otaczajacych obszaréw jest mniej wiecej taka sama.

Rysunek 6: Kolorowe wzory dla rozdzielczosci 12x4

Skaner przedstawiony w tej pracy korzysta od poczatku z kolorowych wzoréw. Poniewaz
od czasu publikacji znacznie wzrosta rozdzielczoéé aparatow cyfrowych w stosunku do roz-
dzielczosci projektoréw, mozliwe stato sie zastosowanie jednopikselowych paséw zielonych
(w pracy bazowej autorzy zastosowali dwupikselowe pasy).

Rysunek 7: Wycinek zdjecia z zaznaczonym pikselem

e
I O Y

Rysunek 8: Interpretacja barwy wybranego piksela
H HE B B B BHE B EHE B =

Znaczenie: RBBRBRBBGI,
Kod Graya zielonego paska wykrytego na zdjeciu: g = 01101011(7719),
Numer zdjecia na ktorym zostal wykryty pasek, liczac od konca: b = 2,
Calkowity indeks paska liczac od jednosci: n = 20"1 4+ ¢-20 =2 4+ 77 -4 = 309

2.8.3 Indeksowanie

Indeksowanie ma za zadanie wykrycie odtworzenie numeréw paskéw odpowiadajacych
punktom przeciecia plaszczyzn i polprostych. To zadanie przektada sie na rozpoznanie ko-
loru, jakim o$wietlony jest przetwarzany punkt na kazdym ze zdjec.
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Wrzory wyswietla sie kolejno od reprezentujacych najbardziej znaczace do reprezentu-
jacych najmniej znaczace cyfry. Piksel jest wiec oswietlany kolejno kolorami odpowiada-
jacymi cyfrom numeru plaszczyzny przecinajacej ten piksel w kolejnosci od najbardziej
do najmniej znaczacej, az do napotkania koloru zielonego lub do wyczerpania wzoréw bez
wykrycia plaszczyzny. Wiedza z poprzednich k£ — 1 zdjeé pozwala na odtworzenie numeréw
wszystkich granic na k-tym zdjeciu, wiec indeksowanie moze dziataé progresywnie.

Przyktad indeksowania jest przedstawiony na rysunkach 7 i 8. Indekser przeksztalca
kolory niebieski (B) i czerwony (R) na cyfry kodu az do napotkania zielonego (G), dane
z kolejnych wzoréw sa ignorowane (I). Z pierwszych 8 zdjeé indekser odtwarza indeks zie-
lonego paska na 9 wzorze (g = 77). Nastepnie wiedzac, ze jest to wzér reprezentujacy bit
(b = 2), przeksztalca ten indeks na catkowity indeks paska (n = 309).

2.9 Rekonstrukcja gtebokosci

Rekonstrukcja gtebokosci polega na odtworzeniu gltebokosci odpowiadajacej wykrytym
przecieciom plaszczyzn i prostych. Wynikiem jest zbior punktéw w globalnym uktadzie
wspotrzednych.

Niech h,v beda wspoélrzednymi wykrytego punktu przeciecia. Niech n bedzie numerem
paska, uzyskanym w fazie indeksowania, odpowiadajacego plaszczyznie przecinajacej ten
punkt. Wtedy mozemy wygenerowaé¢ rownanie tej plaszczyzny (wspdlezynniki A,, By, Cp
i D,), jak i wspolezynniki kierunkowe polprostej odpowiadajacej temu punktowi obrazu
(Azp i Ayy). Po podstawieniu do réwnania plaszczyzny ., iy, z ukladu réwnan pél-
prostej otrzymujemy:

0 = Ap-Azp -2+ Bn - Ayy - 2ny+ Ch - 20 + Dy, (35)

Rozwigzaniem jest gleboko$é punktu wzgledem ogniska pozornego obiektywu aparatu
(poczatku ukladu wspéirzednych):

2he = —Dp/(Apn-Axp + By - Ay, + Cy) (36)

Punkt uznajemy za prawidlowy tylko jesli zj, jest dodatnia. Wspdtrzedne p, , 1 yn0
odtwarzamy podstawiajac z, z powrotem do réwnania péiprostej:

They = Azp-2p, (37)
Yo = DAYy 2w (38)

2.10 Rekonstrukcja powierzchni

Rekonstrukcja powierzchni polega na dopasowaniu powierzchni do odtworzonej chmu-
ry punktéw. Poniewaz dany jest rzut chmury punktéw na matryce aparatu i wiadomo, ze
wektory normalne punktow maja sktadowa z zwrdcona w kierunku aparatu, to zadanie to
mozemy rozwiazywaé¢ w dwéch wymiarach, poprzez tworzenie grafu planarnego laczacego
punkty rzutu. Jest to znacznie tatwiejsze zadanie, niz odtwarzanie topologii obiektu z chmu-
ry punktéow bez takiego rzutu. Do odtwarzania powierzchni mozemy skorzystaé tez z danych
z indeksera, ktore pozwalaja na tatwe polaczenie punktéw na przecieciu jednej ptaszczyzny.
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Rysunek 9: Rekonstrukcja gltebokosci

aparat projektor X

Majac dane wierzcholki i krawedzie mozemy utworzy¢ powierzchnie ztozona z tréjkatéw dla
kazdej trojki punktéw, ktéra jest ze soba polaczona.

Rezultatem tego (ostatniego juz) kroku jest tréjwymiarowy model powierzchni obiektu.
Model ten zawiera luki w miejscach, ktore nie sa widoczne na obrazie z punktu widzenia
aparatu lub punktu projekcji projektora. Aby otrzymaé kompletny model w wickszosci
przypadkow nalezy wykonaé kilka uruchomien skanera fotografujac obiekt z réznych stron.
Aby polaczyé poszczegdlne czesci trzeba uzyé zewnetrznego programu.

3 Implementacja

Ponizszy rozdzial opisuje implementacje skanera oraz test regresyjny. W kolejnych punk-
tach opisane sg cechy aktualnej wersji. Do wytlumaczenia pewnych aspektéow i poparcia
podjetych decyzji odwotano sie do pierwszej czesSciowo dzialajacej wersji skanera — 0.40.
Wskazata ona wiele probleméw i pozwolita okreslié¢ dalszy kierunek rozwoju. Gtéwnym po-
wodem dalszego rozwoju byla potrzeba zastapienia indeksera, ktory nie sprawdzit sie przy
przetwarzaniu danych testowych. Réwniez konstrukcja testu regresyjnego wymusita wiele
poprawek i gruntowna reorganizacje programu.

3.1 Srodowisko i zaleznos$ci

Do napisania i testowania projektu uzyto systemow operacyjnych Kubuntu 9.04 i De-
bian 5.0. Systemy te sa wyposazone w system zarzadzania pakietami apt i wspoldziela
wigkszo$¢ pakietéw, od ktérych zalezy program. Zaletami tych systemdow sa:
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e latwa i spdjna instalacja Pythona wraz z bibliotekami,

e szeroki zestaw darmowych UNIXowych narzedzi przydatnych w procesie rozwoju pro-
gramu, w szczegblnosci standardowa powloka bash i system kontroli wersji git,

e latwo$é instalacji dodatkowych programoéw, co pozwala na nie wlaczanie ich do dys-
trybucji programu bez tworzenia znacznych barier dla uzytkownika (instrukcja obstugi
w punkcie A.1 podaje jedna latwa komende, ktéra instaluje wszystkie zaleznosci).

Program skanera oraz test regresyjny sa napisane w jezyku programowania Python.
Oproécz bogatej biblioteki standardowej tego jezyka moduty skanera korzystaja nastepuja-
cych bibliotek i programéw:

e Python Imaging Library do czytania, zapisu i przetwarzania obrazéw,

biblioteki do zastosowan naukowych SciPy i pakietu numerycznego NumPy,

biblioteki decorator,

biblioteki readline w interfejsie,
e programu FzifTool przy automatycznej kalibracji aparatu,

Skrypty do przetwarzania danych korzystaja z jezyka powtoki bash i wywoluja nastepu-
jace programy:

e wget do $ciggania danych testowych,
e UFRaw do przetwarzania surowych zdje¢ testowych na format PNG,
e convert nalezacy do pakietu ImageMagick przy przygotowaniu wycinkéw testowych,

e modeler 3D Blender do renderowania scen symulacyjnych i obrazéw referencyjnych.

3.2 Inzynieria programowania

Historia rozwoju projektu jest dostepna w repozytorium rozproszonego systemu kontroli
wersji git, czes¢ historii zostala zaimportowana ze starszego repozytorium systemu kontroli
wersji Subversion. Korzystanie z repozytorium, nawet w projekcie rozwijanym przez jed-
na osobe, wspiera liniowos¢ procesu programowania oraz zapobiega utracie kodu. Historia
programu stanowi tez dokumentacje jego rozwoju i pomaga uniknaé powtarzania bledéw.

Moduty programu gltéwnego posiadaja testy jednostkowe, do ktérych uruchamiania uzy-
to programu py.test. Testy pokrywajg wiekszo$é¢ funkcjonalnosci i byly dodawane zaréwno
w trakcie jej implementacji, jak i po wykryciu btedéw. Testy jednostkowe wspomagaja pro-
jektowanie interfejséw i stabilizuja program. Stuza takze jako dokumentacja i pozwalaja
tatwo powrodci¢ do pracy nad fragmentem programu nawet po diuzszej przerwie.

W roli testu integracyjnego wykorzystano test regresyjny, ktéry jest opisany szczegolo-
wo w rozdziale 3.8. Automatyczna ocena jakoéci skanu bytaby bardziej skomplikowana niz
sam program skanera. Test regresyjny pozwala unikna¢ zmudnego powtarzania recznych te-
stéw, ale pozwala na latwy przeglad wyjscia programu. Dane z odpluskwiacza byly bardzo
pomocne w znajdowaniu bardziej skomplikowanych btedow.

Zrédlo programu jest udostepnione na licencji GPLv2. Kod uzywa w nazwach i ko-
mentarzach jezyka angielskiego oraz przestrzega standardu kodowania Pythona zawartego
w dokumencie PEP 8, aby projekt byl dostepny szerszemu gronu programistéw. Program
posiada réwniez dokumentacje w jezyku angielskim, na ktora sktadaja sie:
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e skrécona historie zmian,

e lista planowanych rozszerzen,

e lista zaleznoéci dla kazdego pliku wykonywalnego,

o instrukcja obstugi,

e wzér nagléwka pliku,

e architektura indeksera w formacie programu Umbrello,

e podstawowe informacje i licencja (pliki README i LICENSE w gléwnym katalogu).

3.3 Architektura

Na rysunku 10 znajduje sie diagram zaleznosci modutéw programu. Strzatki biegna
od modutéw importujacych do importowanych. Dla zwickszenia przejrzystosci diagram nie
zawiera zaleznosci zewnetrznych, modulu odpluskwiania oraz testéw jednostkowych. Pomi-
niete moduly sa istotne tylko w procesie testowania.

Punktami wejécia do programu sa dwa pliki wykonywalne tronscan.py — program ska-
nera i regression.py — test regresyjny. Centralnym punktem programu wiazacym catosé
funkcjonalnosci jest modul project zawierajacy klase projektu. Obiekt tej klasy zbiera
komponenty skanera i konstruuje wyjsciowy model wykonujac kolejne kroki procesu skano-
wania. W gléwnym katalogu Zréodlowym znajduje sie jeszcze modul konfiguracyjny config
oraz definicja interfejsu c1i. Pozostate funkcjonalnosci skanera sa podzielone na cztery pa-
kiety, ktore sa opisane doktadniej w podpunktach ponizej:

pakiet uzyskiwania danych acquire,

pakiet rekonstrukcji reconstr,

pakiet wyjscia output i

pakiet biblioteczny 1lib.

3.3.1 Modutl projektu

Modut projektu zbiera funkcjonalnosci skanera w jednym miejscu i tworzy rodzaj nie-
formalnego interfejsu do komunikacji dla poszczegdlnych komponentow. W aktualnej wersji
dane z poszczegdlnych faz (takie jak numery paskéw, przesuniecia, glebokosci, tréjki two-
rzace $ciany) sa przechowywane w formacie pary tablica-maska.

Druga wazng funkcja modutu jest zapisywanie i wczytywanie projektu do i z pamieci
statej. W aktualnej wersji program korzysta z modutu pickle biblioteki standardowej, za-
pewniajacego zachowanie obiektu w prostym formacie. Zapisa¢ mozna same ustawienia lub
dodatkowo odtworzony model.

Pliki wykonywalne — program skanera i test regresyjny — najpierw budujg obiekt projek-
tu przy uzyciu wybranych komponentéw, a nastepnie steruja nim w procesie skanowania.
Program skanera wykonuje polecenia uzytkownika za posrednictwem modutu interfejsu cli.
Test regresyjny korzysta z obiektu projektu bezposrednio, wiec jest wolny od skutkéw zmian
w interfejsie. Jako wynik takiej architektury, moduty cli i regression importuja wiekszosé
moduléw z funkcjonalnodcia.
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Rysunek 10: Architektura
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Poréwnujac aktualna architekture programu (rysunek 10) z ta z wersji 0.40 (rysunek 11),
mozna odnies¢ wrazenie, ze ulegla znacznemu skomplikowaniu. Widoczne zmiany wymusity
na niej budowa testu regresyjnego oraz dodanie mozliwosci zapisywania stanu obliczen. Obie
funkcjonalnosci opieraja sie o nowy modut projektu.

W wersji 0.40 bariere przy implementacji testu regresyjnego stanowito silne powiazanie
interfejsu i gtéwnej funkcjonalnosci w module tronscan. Nie bylo oczywistej drogi potacze-
nia testu regresyjnego z tym modutem.

Problemy przy zachowywaniu stanu obliczen wynikaly z niejasnej roli modutu model,
ktéry zawieral w sobie funkcjonalnosci modutéw acquire.camera i acquire.emitter. Mo-
dul ten posiadal zbyt duza wiedze o reszcie programu i ukrywal w sobie kod inicjalizujacy
komponenty skanera, przez to kod nim sterujacy nie mégt mie¢ wpltywu na ich wybér i kon-
figuracje.
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Nowa architektura stosuje wzorzec projektowy odwrécenia kontroli (inversion of con-
trol). Modul projektu nie importuje funkcjonalnosci bezposrednio, tak jak robit to jego od-
powiednik model z wersji 0.40. Zamiast tego program skanera i test regresyjny konstruuja
obiekt projektu z wybranych komponentéw. Dzicki temu obiekt ten nie potrzebuje duzej
wiedzy o komponentach. Zmniejsza to ich wzajemne powiazanie i pozwala na latwiejsza
wymiane lub dodawanie alternatywnych, jak to miato miejsce w wypadku indeksera.

3.3.2 Modul konfiguracyjny

Modutl konfiguracyjny wcezytuje i dostarcza innym modulom konfiguracje w wygodnej
formie. Oprécz zwyktego interfejsu bazujacego na funkcjach, definiuje rowniez klase do dzie-
dziczenia automatycznej konfiguracji. Obiekty klas dziedziczacych zostaja zainicjalizowane
atrybutami na podstawie sekcji konfiguracji odpowiadajacej ich nazwie.

Konfiguracja jest wezytywana warstwami: modut zapewnia wartosci domyslne, nastep-
nie wezytywana jest konfiguracja systemowa, jesli jest dostepna, a na koncu konfiguracja
uzytkownika. Kazda kolejna cze$¢ nadpisuje wartoéci poprzednich. Modutl konfiguracyjny
zajmuje sie tez ustawieniem systemu logowania.

3.4 Pakiet biblioteczny

Pakiet biblioteczny zawiera zwarte zestawy funkcjonalnosci, przygotowane do wydziele-
nia z programu:

e biblioteke interaktywnego interfejsu — wraploop,
e funkcje do przetwarzania okna danych z iteratora — window,

e funkcje do konwersji obrazéw z Python Imaging Library na tablice liczb z pakietu
NumPy i odwrotnie — pil_numpy,

e modul narzedzi do testowania i odpluskwiania — tuti (wylaczony z diagramu zalez-
nosci).

3.4.1 Interfejs

Program posiada interaktywny interfejs tekstowy. Obstuguje go biblioteka wraploop
napisana na potrzeby programu. Biblioteka udostepnia metody wybranego obiektu jako
komendy programu. W programie skanera tym obiektem jest CLI z modutu cl1i.

Biblioteka wraploop wspiera auto-uzupeltnianie, rozwijanie nazw plikéw oraz dostarcza
komende pomocy na podstawie inspekcji metod oraz ich dokumentacji. Na standardowe
wejécie mozna wysytac¢ skrypty skladajace sie z dostepnych komend. Instrukcja obstugi
w dodatku A zawiera wigcej informacji o funkcjonalnosci interfejsu.

W przeciwienstwie do aktualnej wersji, interfejs wersji 0.40 byl oparty na podkomen-
dach. Program gléwny tronscan akceptowal trzy komendy: help — dla pomocy programu,
pattern — do generowania wzoréw oraz reconstr — do rekonstrukcji i generowania modelu.
Interfejs tej wersji borykat sie z kilkoma problemami:

e Nie bylto mozliwosci zachowania parametréw rekonstrukeji lub zrekonstruowanych da-
nych. Aby uzyska¢ dane w dwéch formatach trzeba powtdérzy¢ obliczenia oraz wpisaé
lub skopiowaé wszystkie dostarczone parametry.
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e Argumentéw pozycyjnych bylo za duzo, przez co bez wyswietlonej pomocy, ciezko
byto wpisa¢ je w odpowiedniej kolejnoéé.

e Argumentéw dla jednej komendy nie mozna bylo wykorzysta¢ w drugiej, dlatego ko-
menda reconstr musiala znowu otrzymac rozdzielczo$¢ projektora, mimo ze zostata
ona juz podana przy okazji wykonania pattern.

¢ Silne powigzanie interfejsu z gtéwnym modutem utrudniato budowanie skryptéw na ba-
zie tej wersji, dlatego przed napisaniem testu regresyjnego konieczna byla zmiana
architektury.

3.5 Pakiet otrzymywania danych

Pakiet otrzymywania danych acquire zawiera trzy moduly camera, emitter i pattern.
Dwa pierwsze zawieraja klasy modelujace urzadzenia uzyte do skanowania — aparat i projek-
tor. Modut pattern implementuje generator wzoréw do o$wietlania. Pakiet ten, nie liczac
reorganizacji, nie przeszedt powazniejszych zmian od wersji 0.40.

Obiekt aparatu jest odpowiedzialny za kalibracje aparatu i generowanie rownan pot-
prostych. Te kroki algorytmu sa opisane szczegbétowo w punktach 2.5.1 i 2.6.1. Instrukcja
w punkcie A.2.6 omawia dostepne w interfejsie funkcje obiektu aparatu. Aparat jest inicja-
lizowany automatycznie, jesli zdjecia zawieraja potrzebne metadane w formacie EXIF'.

Obiekt projektora jest odpowiedzialny za kalibracje projektora, jego translacje i gene-
rowanie réwnan plaszczyzn. Te kroki algorytmu sa opisane szczegdétowo w punktach 2.5.2,
2.5.3 i1 2.6.2. Instrukcja w punkcie A.2.5 omawia dostepne w interfejsie funkcje obiektu
projektora.

Generator wzorow jest inicjalizowany przez obiekt projektora, dzieki temu wzory zawsze
odpowiadaja jego rozdzielczosci i obstuga generatora wewnatrz programu jest latwiejsza.
Generator najpierw oblicza pozycje zielonych paskdéw, a nastepnie na ich podstawie tworzy
i wypisuje obrazy. Przykladowy wynik tej operacji dla fikcyjnego projektora o rozdziel-
czoSci 12x4 jest pokazany na rysunku 6. Generator generuje tez bialy wzér o wskazanej
rozdzielczosci uzywany do wykrywania cienia.

3.6 Pakiet rekonstrukcji

Gléwng czesé programu stanowi pakiet rekonstrukeji. To on zawiera wiekszosé opisanego
w rozdziale 2 algorytmu. Pakiet zawiera moduly indexer, filters, depth i triangulator,
ktore implementuja odpowiednio indekser, filtry obrazu, rekonstrukcje gtebokosci oraz re-
konstrukcje powierzchni.

3.6.1 Indekser

Indekser stanowi najbardziej skomplikowany fragment programu. To giéwnie od jego
dziatania, przy wspotpracy z modutem filtréw, zalezy jakos$¢ i kompletnos¢é wygenerowanego
modelu. Inne moduly, jedli pomingé wptyw btedéw numerycznych, powoduja tylko regularne
znieksztalcenia obrazu lub poteguja problemy indeksera zwigzane z kompletnoscia obrazu.

Indeksowanie sktada sie z kilku faz. Indekser najpierw filtruje obrazy przy uzyciu modutu
filtréw, a nastepnie wykrywa cien. Potem w petli glownej indekser dla kazdego zdjecia
os$wietlonego kolorowym wzorem ustala numery zielonych paskéw oraz wykrywa ich pozycje
przeciecia z wierszami obrazu. Rysunek 13 przedstawia wyjscie z odpluskwiacza indeksera,
a ponizej kroki sa opisane bardziej szczegotowo:
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filtrowanie Zobacz punkt 3.6.2.

wykrywanie cienia Do ustalenia maski cienia indekser uzywa zdjecia oswietlonego biatym
wzorem. Maska cienia stuzy wykluczeniu obszaréw ocienionych z dalszych obliczen.
Na tych obszarach nie sa wykrywane zielone paski. Wykrywanie cienia przedstawia
rysunek 12.

wyznaczanie numeru Do wyznaczenia numerdw zielonych paskéw indekser korzysta z ta-
blicy, w ktérej zbiera wyniki wykrywania obszaréw czerwonych i niebieskich. W mo-
mencie wykrywania zielonych paskow, tablica ta zawiera informacje o podziale na ob-
szary czerwone i niebieskie ze wszystkich poprzednich zdje¢ (na zdjeciu pierwszym
tablica jest wypelniona zerami). Indekser stosuje algorytm ustalania numeréw opisa-
ny w punkcie 2.8.3. Wynikiem jest lista pikseli, bedacych kandydatami na paski wraz
z ich numerami.

wyznaczanie pozycji Przy wyznaczaniu pozycji przeciecia indexer rozpatruje kandyda-
tow z kolejnych wierszy obrazéw. Najpierw ustala piksele, ktére leza w érodku grupy
kandydatow o tym samym numerze, a nastepnie rozpatrujac okno wokét tego obszaru
ustala z podpikselowa doktadnoscia pozycje przeciecia sie paska z wierszem.

Rysunek 12: Wykrywanie cienia

L

1 — zdjecie oéwietlone bialym wzorem, 2 — wykryty cien
Wyjscie odpluskwiacza zostato pokolorowane, zeby odrézni¢ biatg barwe od pustej kartki.

Rysunek 13: Dzialanie indeksera
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1 — wejscie dla bitu 9, 2 — wykryte zielone paski, 3 — wykryte obszary czerwone i niebieskie
Wryjécie odpluskwiacza zostalo pokolorowane, zeby odréznié¢ biatg barwe od pustej kartki.

Do ustalenia miejsca przecigcia z podpikselows doktadnoscia, algorytm korzysta z pomy-
stu z pracy [7]. Do wartosci z okna wiersza kanalu zielonego dopasowywana jest parabola
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o ramionach zwréconych w dét metoda najmniejszych kwadratow. Za Srodek paska jest
brana pozycja jej maksimum. Rysunek 14 przedstawia wykrywanie $rodka opisana metoda.

Rysunek 14: Dopasowywanie paraboli
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czarna linia — pozycja maksimum, zielona linia — prég dla rozpatrywania wartosci,
zielone kropki — wartosci w oknie wiersza kanalu zielonego,
czerwona krzywa — dopasowana parabola

Indekser w wersji 0.40 zadziatal na danych symulacyjnych, natomiast zupelnie nie spraw-
dzit sie na rzeczywistych zdjeciach. Oproécz tego jego wydajnoéé byta okolo cztery razy gor-
sza od aktualnej wersji z domy$lnymi ustawieniami. Gléwnym powodem probleméw z ja-
koscia bylo na sztywno ustalone trzypikselowe okno, ktére nie obejmowato caltosci obrazu
paska na zdjeciach. Niepasujacy do rzeczywisto$ci model odtwarzania przesunieé¢, genero-
wal wlasciwie losowe dane. Wydajnosé cierpiata z powodu przetwarzania pikseli poprzez
wywotania funkcji, ktére sa Pythonie kosztowne. 6 milionow wywotan dla kazdego kroku
stanowilo znaczne obciazenie.

Poprzedni indekser byl przykladem negatywnych skutkéw zbyt wczesnej optymalizacji.
Dane, w celu zaoszczedzenia pamieci byly przetrzymywane w skomplikowanym formacie
binarnym i poszczegdlne obliczenia stosowaly maski bitowe w celu ich ekstrakcji. Aktual-
na wersja indeksera skorzystala z doswiadczen poprzedniej i poszczegdlne kroki wykonuje
w osobnych tablicach. Jest przez to o wiele bardziej czytelna. Odbywa si¢ to kosztem zuzy-
cia pamieci, jest jednak wiele miejsc, gdzie da si¢ je poprawié¢, a testy nie wykazaly jeszcze
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takiej koniecznosci.

Nowy indekser opiera si¢ na bibliotekach NumPy i SciPy i wigkszosé opisanych opera-
cji wykonuje na tablicach danych. Dzieki temu korzysta z szybkiego kodu petli napisanych
w jezyku C. Tylko kod generujacy przesuniecia wywoluje funkcje Pythona. Na 6 mega-
pikselowym obrazie program wykrywa okoto 200’000 przecigé i jak widaé¢ z wynikéw testu
w tabelce 1, program dziata wystarczajaco szybko.

3.6.2 Filtry

Aby polepszy¢ wyniki dzialania indeksera, wczytane zdjecia sa najpierw filtrowane. Stu-
zy do tego modut filters, z ktorego korzysta tylko indekser. Przy pomocy konfiguracji
mozna poszczegOlne filtry wlaczaé i wylaczaé. Punkt 4.2 zawiera opis testéow, na podstawie
ktorych ustalono domyslne wartoséci konfiguracji. Dostepne w programie filtry to:

filtr rozmywajacy zdjecie (Gaussian blur) Jest stosowany do zdjecia o$wietlonego bia-
tym $wiattem. Zwieksza odpornosé wykrywania cienia na szum oraz btedy interpolacji
obecne na zdjeciu.

filtr zwiekszajacy poziomy kontrast Jest stosowany do zielonego kanatu na zdjeciach
oswietlonych wzorami. Ulatwia wykrywanie paskéw na zdjeciu. Filtr powstal za przy-
kladem pracy [7].

filtr klepsydrowy Jest stosowany do zielonego kanatu na zdjeciach oswietlonych wzorami.
Filtr rozmywa obraz poprzez pomnozenie przez macierz o wartosciach przypominaja-
cych klepsydre. Zwieksza to spdjno$é paskdéw na zdjeciu, wygladza nieréwnosci spo-
wodowane zastosowaniem interpolacji z matrycy Bayera oraz zmniejsza wplyw szumu
i barwy obiektu na wykrywanie érodkéw paskéw. Filtr réwniez powstal za przykladem

pracy [7].

filtr zwiekszajgcy separacje koloréw Jest stosowany do zdjeé¢ ze wzorami w celu usu-
niecia przenikania koloréw (color crosstalk). Filtr identyfikuje obszary o najbardziej
nasyconych kolorach. Na podstawie informacji z tych obszaréw konstruuje macierz
przeksztalcaja czyste kolory (czerwony, zielony i niebieski) na zaburzone kolory ze
zdjecia. Odwrotnosé tej macierzy jest nastepnie aplikowana do catego zdjecia, w celu
usuniecia tych zaburzen.

3.6.3 Rekonstrukcja glebokosci

Rekonstrukcja gtebokoséci w module depth korzysta bezposrednio z réwnan przedstawio-
nych w rozdziale 2.9. Aby uzyskaé¢ wspotczynniki kierunkowe potprostych pozycje punktéw,
dla ktorych odtworzono indeksy, sg przekazywane do skalibrowanego obiektu aparatu, kté-
ry generuje wspdlczynniki kierunkowe. Tablice indekséw kolumn otrzymuje skalibrowany
obiekt projektora, ktéry na jej podstawie generuje wspoélczynniki ptaszczyzn.

Wynikiem rekonstrukcji gtebokosci jest tablica wspoélrzednych z oraz maska pikseli,
dla ktérych powiodlo sie odtworzenie gltebokosdci. Wspotrzedne x oraz y program odtwarza
przekazujac obiektowi aparatu przefiltrowane za pomoca maski pozycje punktow obrazu.
Piksele, ktérych glebokos$é jest ujemna (wypadaja za aparatem), sa uznawane za bledne
i nie sa wlaczane do modelu.
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Rysunek 15: Dziatanie filtréw
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1 — filtr rozmywajacy, 2 — filtr zwickszajacy poziomy kontrast, 3 — filtr klepsydrowy,
4 — filtry klepsydrowy i zwiekszajacy kontrast, 5 — filtr zwiekszajacy separacje koloréw,
6 — filtr zwiekszajacy separacje koloréw (zielony kanat);

a — przed zastosowaniem, b — po zastosowaniu

3.6.4 Rekonstrukcja powierzchni

Rekonstrukcja powierzchni zajmuje sie modut triangulator. Buduje on powierzchnie
jako siatke trojkatow. Uzyty algorytm jest bardzo prosty. Dziata on na rzucie dwuwymiaro-
wym odtworzonych punktéw na obraz aparatu. Tworzy graf planarny tego rzutu w dwéch
krokach:

e laczac wierzcholki o tym samym numerze paska pionowo,
e a nastepnie taczac najblizsze wierzcholki z sasiadujacych paskéow.

Wierzchotki nie sg taczone powyzej pewnej ustalonej w konfiguracji odlegtosci. Wynikiem
rekonstrukcji powierzchni sg tréjki numerdow wierzchotkéw tworzacych $ciany oraz maska
wierzchotkéw (czyli pikseli), dla ktérych powiodlo sie taczenie. Rekonstrukcja powierzchni
nie bierze pod uwage podpikselowych przesunieé¢ z indeksera, dzieki temu pracuje na liczbach
catkowitych.

Ten prosty algorytm zastapil uzyta w wersji 0.40 triangulacje Delaunaya [5] réwniez
dziatajaca na dwuwymiarowym zbiorze wierzchotkéw. Implementacje oparto o opracowa-
nie algorytmu dziel i zwyciezaj na stronie Samuela Petersona [13], jak réwniez skorzystano
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z dostepnych na tej stronie przykiadéw do konstrukcji testéw. Algorytm zupelnie sie nie
sprawdzil, poniewaz nie byly spelnione jego zalozenia i wiele wierzchotkéw bylo wspolli-
niowych. Uruchomienie go na danych symulacyjnych skutkowalo prawie losowym laczeniem
wierzchotkow w poziomie, natomiast na danych rzeczywistych powodowalo przepelnienie
stosu i zatrzymanie programu.

3.7 Pakiet wyjscia

Pakiet wyjscia zawiera dwa moduly obstugujace wypisywanie odtworzonego modelu —
png do wypisywania dwuwymiarowych map gtebokosci lub paskéw oraz wfobj wypisujacy
model w formacie Wavefront OBJ. Modut dla map dwuwymiarowych jest bardziej skompli-
kowany i obstuguje kilka parametrow zmieniajacych rodzaj obrazu oraz wlaczanie funkcji
do interpolacji danych. Parametry sg opisane w instrukcji obstugi w punkcie A.2.11, a ry-
sunek 16 przedstawia wyjscie z testu symulacyjnego przy zastosowaniu tych parametrow.

Zanim powstal rekonstruktor powierzchni konieczne byto napisanie wyjécia dwuwymia-
rowego tak, aby dalo sie oceni¢ jakos¢ wyjsciowych danych. Podjeto nawet préby staty-
stycznego poréwnania tych danych z glebokoscig referencyjna wygenerowana przez symu-
lator (patrz rysunek 25: 1d i 2d). Jak si¢ pdzniej okazalo symulacja byla znieksztalcona
geometrycznie, czego nie udalo sie dostrzec na dwuwymiarowej mapie i dane do siebie nie
pasowaty. Tréjwymiarowy model jest tworzony dosé prostolinijnie, jednak Blender nie wczy-
tuje wierzchotkdéw nie tworzacych Scian, stad dla obejrzenia modelu byto najpierw konieczne
stworzenie rekonstruktora powierzchni.

3.8 Program testu regresyjnego

Program stanowi interfejs do szybkiego przeprowadzania testéw. Wykonuje on prze-
biegi skanera na przygotowanych danych, poréwnuje wyniki z wygenerowanymi wczedniej
i zglasza roznice. Dzieki niemu mozna szybko sprawdzié, czy jakas funkcjonalnos$é skanera
przestata dziala¢ po wprowadzonych zmianach oraz poréwnaé jako$é¢ wygenerowanych ob-
razow i modeli do tych z poprzednich wersji. Instrukcja wykonania tych czynnosci znajduje
sie w punkcie A.4.

W wypadku, gdy test wykrywa btad na styku kilku komponentéw, nalezy ten btad na-
prawi¢. W wypadku, gdy btad jest wynikiem defektu jednego komponentu, oprécz naprawy
btedu, nalezy uzupetnié testy jednostkowe tego komponentu. Test regresyjny jest zbudowany
w oparciu o modul projektu, omija wiec problemy zwigzane z interfejsem programu.

3.8.1 Funkcje testu

Program testu regresyjnego pozwala na zachowanie wynikéw z kilku wykonan i spraw-
dzanie aktualnego wyjscia wzgledem dowolnego z nich. Program zachowuje wraz z wynikami
plik projektu, uzyta konfiguracje oraz log operacji. Wyjsciem dla kazdego testu sg obra-
zy zindeksowanych paskéw, wykrytej glebokosci oraz model w formacie Wavefront OBJ.
Oproécz tego wlaczany jest tryb odpluskwiania i tworzony jest katalog z obrazami danych
w trakcie przebiegu algorytmu. Dane te zawieraja (jesli wszystkie filtry sa wlaczone):

e wejscie dla indeksera,
e maske dla wykrytego cienia,

e maski uzyte w filtrze separacji koloréw,
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Rysunek 16: Rodzaje wyjécia dwuwymiarowego
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1 — wyjscie gtebokosci, 2 — wyjscie paskéw,
a — czarno-biale, przezroczyste tto, b — czarno-biale, czarne tto,
¢ — czarno-bialte, liniowa interpolacja wierszy, d — kolorowe, przezroczyste tto,
e — kolorowe, czarne tlo, f — kolorowe, liniowa interpolacja wierszy,
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e wyjscie filtra separacji koloréw,

e zielony kanatl przed filtrowaniem,

e wyjscie filtra klepsydrowego na zielonym kanale,

e wyjscie filtra zwiekszajacego poziomy kontrast na zielonym kanale,
e maske czerwonych i niebieskich obszarow,

e maske wykrytych zielonych paskéw,

Testy mozna przeprowadzi¢ selektywnie tylko na czeéci danych. Pozwala na przyktad na szyb-
kie sprawdzenie poprawnosci przy pomocy uruchomienia na matych wycinkach, ktérych
przetworzenie zabiera niewielkg ilo$¢ czasu.

4 Testy

4.1 Dane testowe

Na dane testowe skladaja si¢ wykonane w grudniu 2007 roku zdjecia (rysunek 17),
wycinki jednego z nich testujace pewne sytuacje brzegowe (rysunek 18) oraz dwie symulacje
wykonane przy pomocy Blendera (rysunek 19).

Dane testowe poczatkowo byly przechowywane w repozytorium, jednak powodowato to
spowolnienie jego dzialania i praktyczne problemy z jego klonowaniem. Dane zostaly odfil-
trowane z repozytorium i w wersji 0.49 zostal dodany skrypt do ich Sciagania. Dzieki temu
rozmiar repozytorium skurczyl sie z ponad 300 megabajtow do 3 megabajtéw. Repozyto-
rium nadal zawiera dane dla testéw jednostkowych.

4.1.1 Skrypt przygotowujagcy dane

Dane testowe sa dostepne w wersji surowej. Zdjecia zapisane sg w surowym wlasnoscio-
wym formacie Nikon Electronic Format, a symulacja jest zapisana jako plik projektu Blen-
dera. Aby otrzymaé¢ dane gotowe do uzycia w skanerze, trzeba uruchomié skrypt make. sh.
Skrypt przygotowuje trzy zbiory danych:

e konwertuje zdjecia przy pomocy programu UFRaw do plikéw w formacie PNG. Pod-
czas konwersji do zdje¢ nie jest aplikowana krzywa Gamma ani profile koloru. Nie sg
tez uzywane zaawansowane algorytmy majace na celu polepszenie wynikéw wizualnych
interpolacji. Zamiast tego zdjecia sa interpolowane dwuliniowo;

e tworzy wycinki zdjecia PNG zawierajace jego szczegdlne cechy korzystajac z programu
convert z biblioteki ImageMagick;

e wykonuje symulacje otrzymywania danych w Blenderze przy pomocy danych wzoréw
oswietlajacych.
4.1.2 Zdjecia

Zdjecia zostaly wykonane przy pomocy aparatu Nikon D70s z obiektywem Tamron AF
SP 17-50 f/2.8 XR Di-II Asp. Obiekty zostaly o$wietlone przy pomocy projektora LCD
firmy Epson o rozdzielczosci 1024x768 wypozyczonego z Instytutu Informatyki Uniwersytetu
Wroctawskiego. Wykonano zdjecia 13 réznych scen i do testu regresyjnego wybrano 6 z nich,
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Rysunek 17: Wybrane do testéow obiekty

) 6

1 — przéd pojemnika na jajka, 2 — tyl pojemnika na jajka, 3 — pas do kimono i pilot,
4 — gabka i kubek, 5 — papierowy cylinder, 6 — ciemny but

ktore najlepiej reprezentowaly mozliwe do napotykania przy skanowaniu problemy (wéréd
dostepnych podczas testowania obiektéw).

Rysunek 17 przedstawia wybrane zdjecia. Zdjecie 1. pochodzi z przyktadu testu skanera
na wnetrzu pojemnika na jajka, jest to obiekt o dosé skomplikowanym ksztalcie. Przyktad 2.
testuje odpornoéé¢ na kolor powierzchni na zewnetrznej stronie tego samego pojemnika.
Przyktad 3. sprawdza zachowanie na ostrych krawedziach ztozonego pasa do kimono oraz
na matych szczegoétach takich jak przyciski od pilota do projektora. Przyktad 4. testuje ska-
ner na gabce i kubku. Oba te przedmioty sa trudne ze wzgledu na odpowiednio pochtanianie
i odbijanie $wiatta. Kubek jest rowniez pomalowany nieneutralnym kolorem. Przyktad 5.
to test na walcu z papieru. Model powinien sie okaza¢ prosty do skanowania, jednak poru-
szenie aparatu wywolalo regularne bledy. Ostatni, przyklad 6. sprawdza sprawnosé skanera
na trudnym ciemnym i blyszczacym bucie rowerowym.
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4.1.3 Wycinki

Wycinki testuja przypadki brzegowe na pierwszym ze zdjeé testowych. Zostaly wybrane
takie miejsca, gdzie spodziewane lub napotykane byty problemy z odtwarzaniem indekséw
lub powierzchni.

Na rysunku 18 przedstawione sa reprezentatywne bity dla wycinkow. Wyjasnienia wy-
magaja tylko dwa ostatnie wycinki. Przedostatni testuje problemy z indeksowaniem na ob-
szarach, gdzie po$wiata wynikajaca z odbicia moze powodowaé bledy w wykrywaniu czer-
wonych i niebieskich obszaréw. Ostatni zostal dodany w miejscu niewyjasnionych dziur
w modelu. Prawdopodobna przyczyna jest poruszenie aparatu na pierwszym ze zdjeé, co
spowodowalo bledy w indeksowaniu znajdujacego sie tam paska.

Rysunek 18: Wybrane do testéw wycinki

1 — latwy obszar (bit 9), 2 — ocieniony fragment (bit 9), 3 — gesty wzér (bit 10),

4 — calo$¢ w cieniu (blt 9), — fragment z literami (bit 9), 6 — rzadki wzor (bit 10),
7 — odbita poswiata (bit 2), 8 — niespodziewane dziury (bit 9)

4.1.4 Symulacja

Test ten symuluje idealne warunki. Kolory sa czyste i odseparowane od siebie, obraz jest
ostry a scena przedstawia proste obiekty. Skrypt uruchamiajacy symulacje generuje réwniez
referencyjne mapy glebokogci.

Pierwsza symulacyjna scena zostala wykonana przed zdjeciami i postuzyta do przete-
stowania pierwszej implementacji indeksera. W wersji 0.40 skaner zadziatal na symulacji,
jednak odtworzenie powierzchni sie nie powiodto. Préba poréwnania odtworzonej gtebokosci
do obrazu referencyjnego nie przyniosta spodziewanych wynikéw tj. liniowe przeksztatcenie
glebokosci nie wystarczylo, aby dopasowaé¢ model do obrazu referencyjnego.

Druga symulacja powstata, gdy pojawito sie podejrzenie, ze dane o przesunieciu wprowa-
dzone sa blednie. Wygenerowany model byl dobrej jakosci jednak skrzywiony i przesuniety
wzgledem oryginatu. Symulacja stara sie ona ulatwi¢ wprowadzanie parametréw poprzez
umieszczenie odpowiednikéw aparatu i projektora w jednej plaszczyznie. Skrzywienie w
drugiej symulacji bylo jednak takie samo jak w pierwszej, jego prawdopodobne przyczyny
sg oméwione w punkcie 4.4.

Rysunek 19 przedstawia obrazy wygenerowane przez symulator. Obiektami testowymi
sg szedcian i sfera zlozona z tréjkatow.



Rysunek 19: Sceny symulacji i referencyjne mapy gtebokosci

4

1 — pierwsza scena symulacji, 2 — referencja dla pierwszej sceny,
3 — druga (ptaska) scena symulacji, 4 — referencja dla drugiej sceny symulacji

4.2 Test filtrow

Test filtréw i ustawien mial za zadanie ustalenie domys$lnych ustawien skanera. Do uru-
chomienia testu uzyto programu testu regresyjnego na pierwszym zdjeciu z przyktadow przy
uzyciu kilku konfiguracji. Wyniki zostaly ocenione na podstawie wygenerowanych modeli
widocznych na rysunku 20 oraz danych iloéciowych z logu wykonan zebranych w tabeli 1.

Tabela 1 przedstawia czasy, liczbe wykrytych wierzchotkéw, krawedzi i trojkatnych $cian
oraz stosunek czasu i iloSci $cian do wyniku wybranej domyélnej konfiguracji. Rysunek 20
przedstawia wycinek modeli wygenerowanych przez poszczegdlne konfiguracje.

Test wykazal przydatnosé filtru klepsydrowego dla zmniejszenia szumdéw, mimo zmniej-
szenia sie ilosci wykrytych wierzchotkéw. Filtr zwiekszajacy poziomy kontrast okazal sie
mato skuteczny w zwiekszaniu liczby wykrytych Scian (2% wzrostu) i spowodowal zwigksze-
nie sie bltedéw. Test wykazal zupelna nieprzydatnosé filtra separujacego kolor w skanerze,
a jego zastosowanie przedluza czas przetwarzania ponad oSmiokrotnie. Domyélnie zostat
wiaczony tylko filtr klepsydrowy i rozmywajacy.

Filtr separujacy kolory powstal w celu redukcji przenikania koloréw, podejrzewanego
o powodowanie regularnych bledéw przesuniecia paskow. Mimo ze wyniki testu jednost-
kowego wykazaly jego skutecznos¢ w zalozonym zadaniu, filtr pogarsza wyniki dzialania
skanera. Okazalo sie, ze za bledy jest odpowiedzialne poruszenie aparatu. W instrukeji
(A.2.8) podajemy sposéb na jego unikniecie.
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Rysunek 20: Rendering testu filtrow

1 — window5, 2 — window7, 3 — blur, 4 — subpixel, 5 — hourglass, 6 — bandcontrast,
7 — both, 8 — crosstalk

4.3 Test na zdjeciach

Rysunek 21 przedstawia kolorows mape gltebokosci wygenerowana przez skaner dla te-
stéw na zdjeciach. Wyjscie zostato przyciete do obszaru zawierajacego model. Wariacje ko-
loru sa skutkiem uzycia wzglednej skali. Kolory nie przektadaja sie na absolutne odlegtosci.
Glebokosé jest zakodowana w odcieniu: najblizsze obiekty majg kolor czerwony a najdalsze
fioletowy.

Rysunek 22 przedstawia wygenerowane przez skaner przy uzyciu domyslnych ustawien
modele. Poréwnujac to wyjécie z mapa glebokosci widaé, ze modele sa mniej kompletne.
Szczegblnie duze réznice widaé¢ na wynikach z czwartego modelu. Za dodatkowe braki jest
odpowiedzialny rekonstruktor powierzchni, ktéry taczy tylko wierzchotki zindeksowane z
sasiadujacymi numerami indekséw.

1 — przéd pojemnika na jajka Ten model zostal najlepiej odtworzony. Skaner wykazal
sie pewng odpornoscia na niewielkie napisy znajdujace sie wewnatrz pojemnika. Zo-
stalo nawet odtworzone odbicie kartki w tle od tawki na ktorej staty przedmioty.

2 — tyl pojemnika na jajka Skaner znacznie gorzej przetworzyt wieksze kolorowe po-
wierzchnie tytu pojemnika. Widaé¢ tez wyraznie, ze poprawy wymaga rekonstrukcja
powierzchni. Rysunek 23 pokazuje bledy spowodowane kolorem.

3 — pas do kimono i pilot W modelu widaé¢ dziury w miejscach, gdzie wystepuja paski
reprezentujace sz6sty bit od konica. Wskazuje to na poruszenie aparatu podczas wyko-
nywania zdjecia, ktére odpowiada temu bitowi. Fragment ten jest pokazany na rysunku
24.2. Wida¢ tez, ze wyrazne poruszenie nastapilo tez przy otrzymywaniu ostatniego
bitu.

4 — gabka i kubek Zgodnie z przewidywaniami skaner zle radzi sobie z obiektami roz-
praszajacymi oraz odbijajacymi $wiatto. Odbicie w kubku wptyneto tez negatywnie
na automatycznie ustalong ekspozycje i spowodowalo, ze skaner nie odtworzy! nawet
znajdujacej sie w tle kartki.
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Rysunek 21: Wyniki przetwarzania zdje¢ — glebokosé

5

1 — przéd pojemnika na jajka, 2 — tyl pojemnika na jajka, 3 — pas do kimono i pilot,
4 — gabka i kubek, 5 — papierowy cylinder, 6 — ciemny but

5 — papierowy cylinder Wynik odtwarzania prostej biatej powierzchni jest dobry, jednak
jak wszystkie modele zaburzony poruszeniem aparatu. Zaburzenia te sa przedstawione
na rysunku 24.1.

6 — ciemny but Zastosowanie stalego progu cienia, powoduje ze skaner nie odtwarza ciem-
nych regionéw zdjecia. Z buta zostaly odtworzone tylko odblaskowe elementy.

4.4 Test na danych symulowanych

Wyniki testu na danych symulowanych przedstawia 25. Wyjscie jest znieksztalcone geo-
metrycznie. Jest skrzywione tak, ze lewa strona znajduje si¢ blizej aparatu i przesuniete
w tyt wzgledem oryginalu. Moze by¢ to wynikiem bledéow zaokraglen albo niewlasciwej in-
terpolacji w programie. Innym powodem moze by¢ znieksztalcenie rzucanego obrazu przez
Blendera. Poniewaz planowana jest zmiana generowanych wzoréw, tak aby pomingé¢ kran-
cowe zielone paski i zmniejszy¢ liczbe wzoréw dla rozdzielczosci bedacych potegami dwdjki,
ten problem nie zostal doktadnie zbadany.

Test na symulacji pokazal jak wazne jest odpowiednie ustalenie okna odtwarzania. Usta-
lenie go na wielko$é¢ 7 (jak na przykladach) a wigksza niz podwdjna odlegltoéé pomiedzy
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Rysunek 22: Rendering wynikow przetwarzania zdjeé

6

1 — przéd pojemnika na jajka, 2 — tyt pojemnika na jajka, 3 — pas do kimono i pilot,
4 — gabka i kubek, 5 — papierowy cylinder, 6 — ciemny but

Rendering zostal wykonany z punktu widzenia w prawo i do géry od projektora. Projektor
byt ustawiony po prawej stronie aparatu.

Rysunek 23: Bledy spowodowane kolorem

2
1 — model, 2 — odpowiadajacy fragment zdjecia
paskami powoduje powazne btedy w odtwarzaniu prostych powierzchni. Ustalenie wielkoSci

okna na 4 usunelo te btedy. Rysunek 26 poréwnuje odtworzone modele dla obu wielkosci
okna.

4.5 Test na wycinkach

Test na wycinkach sthuzyt gtéwnie weryfikacji programu. Jego uruchomienie na tym zbio-
rze danych trwalto najwyzej kilka minut przy najbardziej intensywnych obliczeniowo usta-
wieniach i dawalo w praktyce pewnos¢ dziatania programu na wigkszych danych.
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Rysunek 24: Bledy spowodowane poruszeniem aparatu
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1 — zaburzenia na modelu papierowego cylindra, 2 — zaburzenia na modelu pasa

Rysunek 25: Wyniki przetwarzania symulacji

3

1 — pierwsza scena symulacji, 2 — druga (plaska) scena symulacji,
a — wyjscie glebokoéci, b — wyjscie a odwrdcone, ¢ — obraz referencyjny, d — réznica,
3 — znieksztalcenie modelu wzgledem oryginatu (druga scena symulacji), zrekonstuowany
model zostal przesuniety do przodu, aby uwidocznié¢ problem

Dane z odpluskwiacza byly bardzo pomocne przy badaniu wpltywu parametréw na wy-
niki dzialania na poszczegdlnych wycinkach. Modele wygenerowane z wycinkéw byly znie-
ksztatcone, ze wzgledu na uzycie tych samych danych o obiektywie aparatu, co dla przykta-

39



Rysunek 26: Btedy spowodowane za duzym oknem

2

1 — okno wielkosci 7, 2 — okno wielkosci 4

dowych zdjec.

5 Podsumowanie

Projekt doprowadzil do stworzenia dzialajacego skanera o otwartym Zrdodle. Program
jest tatwy w obstudze, co zaowocowalo krotks instrukcja w dodatku A. Kod programu jest
dobrej jakosci, zawiera dokumentacje newralgicznych punktéw i wiele testow jednostkowych,
ktére pozwalaja na jego zrozumienie i dalszy rozwdj.

Jest jednak wiele koniecznych poprawek, jesli wyniki maja doréwnaé¢ konkurencyjnym
rozwiazaniom takim jak to z pracy [3]. Otrzymanie wyjscia akceptowalnej jakosci wymaga
recznego ustawienia parametrow, co znacznie utrudnia podstawowy proces. Pewnych czesci
programu nie udato si¢ zaimplementowaé ze wzgledu na ograniczenia czasowe. W szczegdl-
nosci w stosunku do pracy bazowej [1] brakuje:

e systemu kalibracji i redukcji znieksztatcen,
e sterownika aparatu i projektora,

e zestawu oswietlenia i programu do pozyskiwania koloru powierzchni.

5.1 Trudnosci

Najczesciej pojawiajacym sie btedem byto stosowanie zbyt skomplikowanych rozwigzan
dla napotykanych probleméw. Bez proby rozwiazania zadania prostymi $rodkami, trudno
jest dostrzec rzeczywisty problem. Czesto wyrafinowane rozwigzanie skupia sie¢ na rozwia-
zywaniu nie tego problemu. 7 wiekszosci takich decyzji trzeba sie bylo wycofaé, bo nie
zadziataly w praktyce. Przykladami tego byty:

e oszczedzanie pamieci w indekserze dla zwickszenia wydajnosci poprzez stworzenie bi-
narnego formatu, zamiast zwyczajnych tablic z danymi,

e triangulacja Delaunaya w celu odtworzenia optymalnej triangulacji zamiast prostego
rozwigzania zastosowanego pozniej,

e skomplikowany filtr separujacy kolory, ktéry co prawda zadziatal, ale okazalo sie, ze
to nie kolory sa powodem atakowanych bledéw zamiast jednolinijkowego wyzwalacza
aparatu,
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e zastosowanie programu trac do zarzadzania rozwojem programu (przez jeden dzien)
zamiast zwyczajnych plikéw tekstowych.

Praca byla pierwszym tak duzym projektem napisanym samodzielnie. Pierwszy raz za-
stosowalem test integracyjny. Pisanie programu i pracy pisemnej zmotywowato mnie do uzy-
cia nowych narzedzi takich jak:

e narzedzia py.test,

o odpluskwiacza jezyka Python, programu pdb,
e systemu kontroli wersji git i

e narzedzi z zestawu graphviz.

W obliczu mnogosci mozliwych rozszerzen, ktore sa omoéwione w punkcie 5.2, zaczatem
prowadzi¢ dokumentacje projektu i planowaé rozszerzenia jako kamienie milowe kolejnych
wersji.

5.2 Mozliwe rozszerzenia

Plany rozwoju programu sa zebrane w dokumentacji, natomiast pomysty lokalnych po-
prawek w komentarzach. Ponizej rozpatrywane sg mozliwe rozszerzenia programu, ktore
pozwoliltyby na redukcje bledéw, przyépieszenie procesu skanowania i utatwienie obstugi
programu.

Czeé¢ brakujacych funkcjonalnoéci mozna zrekompensowaé uzyciem zewnetrznych pro-
graméw. Na przyktad zastosowanie programu UFRaw z biblioteka lensfun pozwala na usu-
niecie geometrycznych znieksztalcen obrazu wprowadzanych przez aparat (patrz punkt
5.2.3).

5.2.1 Sterownik aparatu

W aktualnej wersji proces otrzymywania zdje¢ jest niezautomatyzowany. Reczne stero-
wanie procesem sprawia, ze w wypadku nieuzycia samowyzwalacza pojawiaja sie regularne
bledy. Ich przyktad mozna zaobserwowaé na rysunku 24.

Program mozna rozszerzy¢ o automatyczne sterowanie aparatem oraz projektorem. Roz-
szerzenie takie ma dodatkowa zalete, ze skraca proces otrzymywania zdjeé¢. Dzieki temu
mozna otrzymaé rowniez skany obiektow, ktore pozostaja w bezruchu tylko przez krétki
okres czasu, na przykltad zdjecia twarzy. Biblioteka gphoto2 implementuje protokoty PTP
i MTP, wspierane przez wiele modeli aparatéw cyfrowych, ktére moga zostaé uzyte do tego
celu.

5.2.2 Automatyczna kalibracja

Proces kalibracji jest zrédlem znieksztalcen geometrycznych modelu. Aktualna wersja
automatycznie kalibruje aparat, jesli zdjecia zawieraja metadane w formacie EXIF. Do
tego celu program uzywa narzedzia ExifTool napisanego w jezyku Perl, ktére wyczerpujaco
implementuje standard jak i wiele rozszerzen wprowadzonych przez producentéw aparatéw.
Kalibracja projektora jest w aktualnej wersji nieprecyzyjna i pracochtonna.

Program stara sie uzywac do kalibracji tatwo dostepnych danych o aparacie, aby zwiek-
szy¢ doktadnosé, jednak na pewno nie spelnia zalozen z bazowej pracy i nie nadaje sie
do pozyskiwania dokladnych geometrycznie modeli rzezb. Praca bazowa zawiera system
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kalibracji oparty o specjalne koliste wzory. Stuzy on do kalibracji aparatu, projektora, jak
rowniez do eliminacji znieksztatcen, o ktérej mowa w nastepnym punkcie.

Utworzenie tatwego w obstudze systemu kalibracji jest mozliwym rozszerzeniem. Archi-
tektura programu, ktora uzywa obiektéw do generowania wspétczynnikéw promieni i ptasz-
czyzn pozwala na takie rozszerzenie. Dobrym pomystem byloby oparcie kalibracji o stan-
dardowe rozmiary papieru (A4/Letter) lub dostarczenie wzoréw w formacie PDF.

5.2.3 Korekcja znieksztalcen

Eliminacja znieksztalcen aparatu jest oméwiona w rozdziale 2.7. Aktualnie mozna uzyé
zewnetrznej korekcji na przyktad w programie UFRaw, ktora jednak wprowadza dodat-
kowe bledy interpolacji. Aby polepszy¢ jako$¢é mozna by uzy¢ korekcji bezposrednio przy
generowaniu prostych. Odpowiednie wspotczynniki mozna uzyskaé z tego samego zrodta —
biblioteki lensfun.

5.2.4 Tekstura

Do omawianego typu skaneréw dosé tatwo jest dodaé pozyskiwanie danych o barwie
obiektu. W aktualnej wersji, program wykonuje zdjecia potrzebne do teksturowania obiek-
tu z punktu widzenia aparatu. Pewna bariere stanowi skapa dokumentacja wyjsciowego
formatu Wawvefront OBJ, dlatego program pomija ten krok. Poniewaz model jest rekonstru-
owany z punktu widzenia aparatu, a wiec aparat znajduje sie w poczatku uktadu wspot-
rzednych, to teksture taka mozna nalozy¢ recznie, poprzez projekcje z tego punktu i dosé
tatwo skalibrowaé.

Praca pomija réwniez zastosowany w pracy bazowej zestaw oSwietlenia, ktéry pozwala
na eliminacje z tekstury wptywu odbié. Takie rozszerzenie wymaga skonstruowania odpo-
wiedniego zestawu oswietlenia.

5.2.5 Automatyczne dostrajanie parametrow

W aktualnej wersji wigkszo$é¢ parametréw dla indeksera i filtrow jest ustalana przy
pomocy plikéw konfiguracyjnych. Automatyczne dostosowanie ich wartosci przy pomocy
statystyk na zdjeciach moze polepszy¢ jakos¢ modelu. Takie podejécie utatwi réwniez proces
skanowania i uodporni go na zmiany ustawien aparatu i zmiany warunkéw érodowiska.
Dobrym pomystem byloby automatyczne uzyskanie:

e odlegtosci pomiedzy paskami,
e wartodci progu wykrywania cienia,

e balansu pomiedzy czerwonymi a niebieskimi regionami,

5.2.6 Wydajno$é

Problemom wydajnosci skanera poswigcono niewiele czasu. Co prawda nowy indekser
jest znacznie szybszy od poprzedniej implementacji, jednak jest duzo miejsca na poprawe.
Kilka nasuwajacych sie pomystéw to:

e zmniejszenie ilosci zdje¢ o jedno w wypadku uzycia projektora o rozdzielczosci bedacej
potega dwojki;
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e pominiecie interpolacji i uzycie surowych danych na wejsciu. Zmniejszyloby to trzy-
krotnie wielkos¢ danych do przetworzenia oraz narzut pamieciowy programu, ale skom-
plikowaloby przetwarzanie danych;

e zréwnoleglenie programu. Wiele czesci programu mogtoby sie wykonywaé w osobnych
watkach lub procesach, poniewaz sa one od siebie niezalezne. Dalo by to znaczna
poprawe predkosci na nowszych wielordzeniowych procesorach;

e zmniejszenie narzutu pamieciowego programu, poprzez aktywne zwalnianie juz niepo-
trzebnych danych. Program by! testowany na systemie wyposazonym w 2GB pamieci
na zdjeciach o rozdzielczosci 3039x2014 i zajmowal w najgorszym wypadku okoto
polowe tej pamieci;

e przetwarzanie danych w miejscu, tam gdzie jest to mozliwe. Usuniecie niepotrzebnego
rozpakowywania danych;

e uzycie rzadkich struktur danych do przechowywania paskow. Aktualna wersja w calym
procesie uzywa tablicy liczb z maska bitowa. W niektérych miejscach taka struktura
moze sie okazaé nieefektywna;

e zmiana ukladu pamieci reprezentujacej zdjecia na RGBRGB... (zamiast RR...GG...BB...
w miejscach, gdzie program wykonuje obliczenia na kilku kanatach na raz;

e uzycie liczb catkowitych do obliczen;

e uzycie innych, szybszych wywotan biblioteki SciPy, na przyktad skorzystanie z trans-
formaty Fouriera;

e przepisanie czeéci kodu w jezyku C i zintegrowanie z programem przy pomocy dowia-
zaf.

Oczywiscie jakiekolwiek zmiany nalezy poprzedzi¢ sesja z programem profilujacym, kté-
ry wskaze miejsca rzeczywisdcie przyczyniajace si¢ do strat w wydajnosci.

5.2.7 Pakiet projektu

Skonstruowanie pakietu dla programu znacznie poprawitoby wygode instalacji. Aktual-
na wersja jest w catosci napisana w Pythonie, wiec mozna skorzystaé¢ z form dystrybucji
dostepnych dla tego jezyka. Innym wyjéciem jest zastosowanie pakietow specyficznych dla
systemu operacyjnego, pozwala to na wtaczenie do zaleznosci zewnetrznych narzedzi uzywa-
nych przez program. W aktualnym stanie program nadaje si¢ do uzycia po zainstalowaniu
potrzebnych bibliotek dla uzytego interpretera Pythona.

5.2.8 Przenos$nosé

Program byt pisany z mysla o systemach UNIXowych, jednak lista probleméw zwiaza-
nych z przenos$noscig powinna by¢ niewielka. Przygotowania wymaga odpowiednia konfigu-
racja systemu, ktora uwzgledni inne potozenie programéw lub spowoduje ich automatyczne
wyszukanie. Wszystkie z koniecznych do uruchomienia programu bibliotek i narzedzi sa
przenoéne pomiedzy najczedciej uzywanymi systemami operacyjnymi.
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5.2.9 Inne formaty 3D

Udostepnienie skandéw w innych niz Wavefront OBJ formatach byloby pomocne. Szcze-
gélnie kuszace jest uzycie interpretera jezyka Python w Blenderze, przez co mozna by wywo-
ta¢ narzedzia dostepne w tym programie takie jak wygladzanie, upraszczanie i rzutowanie
tekstury. Mozna by réwniez uzupelni¢ model potozeniem projektora, dodatkowymi danymi
o obiektywach projektora i aparatu oraz referencyjnym obrazem jednego metra.

5.2.10 Graficzny interfejs uzytkownika

Duzym udogodnieniem bylby graficzny interfejs uzytkownika, poniewaz cze$¢ uzytkowni-
kéw nie radzi sobie z programami obstugiwanymi z linii polecen. Dobry interfejs wspieratby
walidacje wprowadzanych danych. Moégltby zaprezentowaé graficznie rozmieszczenie apara-
tu, projektora i spodziewane polozenie obiektu, zapobiegajac btedom przed wykonaniem
kosztownych obliczen.

Dobrym wzorem interfejsu dla programu skanera bylby kreator. Prowadzitby on uzyt-
kownika kolejno przez wszystkie wymagane kroki oraz wskazywalby potrzebne dane. Aktu-
alnie opis procesu zawiera instrukcja. Interfejs moglby by¢ zintegrowany ze sterownikiem
aparatu z punktu 5.2.1.

W trakcie implementacji programu zostalta podjeta préba stworzenia graficznego inter-
fejsu uzytkownika, jednak pdézniejsze zmiany i brak czasu spowodowaly, ze nie zostal on
dokoniczony i wlaczony do aktualnej wersji. W historii zmian znajduje si¢ pakiet z przygo-
towanymi oknami do kalibracji aparatu i projektora.

Aktualna wersja separuje interfejs od kodu programu. Wywotania metod obiektu Project
z modulu project sa wystarczajaca do wykonania wszystkich funkcji programu. Do tego
modutu odwoluje sie zaréwno interfejs linii polecenn (modul cli), jak réwniez skrypt testu
regresyjnego (regression). Stworzenie analogicznego do modutu c1i kontrolera dla potrzeb
GUI, bedzie dzigki temu nieinwazyjne.

5.2.11 Alternatywne komponenty

indekser Indekser z pracy bazowej wymaga wykonania az 10 zdjeé dla typowej rozdzielczo-
$ci projektora. Dodanie indeksera do innych zastosowan, na przyklad tego z pracy [6],
byto by ciekawym rozszerzeniem. Mozna by tez stworzy¢ rozwigzanie hybrydowe, ktore
pierwszg czesé zdje¢ wykonywaltoby przy uzyciu wzoréw bezkontekstowych, a dopiero
od pewnej rozdzielczosci stosowaloby wzory kontekstowe.

rekonstruktor powierzchni Aktualny rekonstruktor powierzchni jest bardzo prosty. Je-
go dziatanie w calosci opiera sie na dwuwymiarowym obrazie wykrytych punktéw
oraz na numerach paskéw. Nie bierze on pod uwage wielu dostepnych danych. Zasto-
sowanie dodatkowego przebiegu w celu lepszego dopasowania powierzchni lub préba
wypelnienia dziur znacznie poprawitaby jako$é¢ wyjsciowego modelu. Praca bazowa
stosuje odtwarzanie powierzchni na podstawie metody opisanej w [10].

5.2.12 Inne pomysty

przetltumaczenie programu Aby udostepni¢ program szerszej bazie uzytkownikéw trze-
ba przettumaczy¢ wyjscie programu oraz dokumentacje.
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czytelny format projektu W nowej wersji Pythona jest dostepna biblioteka zapisujace
obiekty w jezyku YAML. Jej uzycie zwiekszyto by czytelnosé formatu projektu skanera
oraz zezwolilo na jego latwiejsza inspekcje i edycje zewnetrznymi narzedziami.

filtr koloru Btedy na kolorowych powierzchniach wskazujg na mozliwo$é polepszenia ja-
kosci modelu poprzez implementacje filtra, ktory redukowatby wptyw koloru na pod-
stawie zdjecia oSwietlonego bialym swiattem.

filtry rozmywajace Zdjecia pokazaly, ze odbicia obiektéw sg czasami odtwarzane lepiej
niz same obiekty. Wskazuje to na mozliwos¢ zastosowania filtréw rozmywajacych w ce-
lu wyréwnania modelu.

przetwarzanie regionami Skaner ma problemy z nieregularnie zabarwionymi obiektami.
Aby pozwoli¢ na lepsze odtwarzanie takich obiektéw, nalezaloby rozpatrywaé zdjecia
regionami i dobiera¢ dla nich osobno parametry filtréw.

test interfejsu Mozliwym rozszerzeniem testu regresyjnego jest dodanie testu interfejsu,
poprzez wysylanie skryptéw na jego wejscie. Dzieki temu uruchomienie testu dawaloby
pewnosé, ze program jest gotowy do uzytku.

A Instrukcja obstugi

A.1 Instalacja

Zakladamy, ze uzywany do uruchomienia skanera komputer jest wyposazony w system
Debian 5.0 lub Kubuntu 9.0/ z zainstalowanym serwerem graficznym. Aby $ciggnaé najnow-
sza wersje skanera potrzebujemy najpierw systemu kontroli wersji git. Zeby go zainstalowaé
wykonujemy nastepujace polecenie:

sudo apt-get install git-core

Aby $ciagnaé najnowsza wersje programu do podkatalogu tronscan aktualnego katalogu
(wraz z cala historia projektu), nalezy wykonaé polecenie:

git clone http://tite.mine.nu/"dhill/repos/tronscan.git tronscan

Nastepnie trzeba zainstalowaé wszystkie zaleznosci programu. Ponizsze polecenie insta-
luje te zaleznodci, biblioteke Codespeak potrzebna do uruchomienia testéw jednostkowych,
program do wys$wietlania obrazéw gwenview oraz zaleznosci testu regresyjnego i skryptow
przygotowujacych dane:

sudo apt-get install exiftool python python-decorator python-imaging \
python-numpy python-readline python-scipy libreadline python-codespeak-1lib \

gwenview bash wget ufraw imagemagick blender gphoto2

Aby sprawdzié¢ czy proces instalacji przebiegl poprawnie, mozna uruchomié testy jed-
nostkowe dla programu w katalogu zrédtowym, powinny one wskaza¢ ewentualne problemy:

cd tronscan/src
py-test
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A.2 Skanowanie
A.2.1 Przygotowanie

Aby wykonaé¢ skan potrzebne sa:

e skanowany obiekt,

e cyfrowy projektor LCD/DLP,

e cyfrowy aparat fotograficzny,

e komputer z zainstalowanym programem skanera (patrz punkt A.1),
e statyw dla aparatu,

e tasma lub inne narzedzie do mierzenia odleglodci,

e katomierz do pomiaru kata projekcji,

e wyciemnione pomieszczenie,

e zdalny wyzwalacz migawki aparatu (zalecane).

A.2.2 Rozmieszczanie sprzetu i obiektow

Przed rozpoczeciem nalezy ustawié¢ i podtaczyé:

e skanowany obiekt,

aparat,

projektor,
e komputer z programem skanera.

Aparat powinien by¢ skierowany na obiekt, a projektor powinien byé¢ ustawiony z boku
aparatu, tak aby kat widzenia wzgledem érodka obiektu réznit sie o okoto 20-30°. Projektor
nalezy podlaczyé do komputera i ustawié¢ rozdzielczosé obrazu tak, aby nie wystepowa-
to jego skalowanie oraz wyltaczyé korekcje ksztaltu obrazu w projektorze, w przeciwnym
wypadku obraz wzoréw bedzie niewyrazny. Nalezy rowniez ustawi¢ dlugo$é ogniskowej (w
obiektywach o zmiennej dlugosci) i ostro$¢ w obiektywie aparatu. Zmiany tych parametrow
powoduja zmiany kata widzenia aparatu, dlatego podczas skanowania nalezy wytaczy¢ au-
tomatyczne nastawianie ostrosci.

A.2.3 Uruchomienie programu

Program skanera znajduje sie w katalogu tronscan/src, aby go uruchomié¢ wpisujemy:

cd tronscan/src
./tronscan.py

Program wypisuje powitanie i wy$wietla znak zachety >. Ponizej, dla rozréznienia,
wszystkie komendy programu sa poprzedzone tym znakiem.
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A.2.4 Udogodnienia

Program zawiera system uzupelniania komend oraz rozwija znaki specjalne w celu uta-
twienia wprowadzania nazw plikow. Przycisk TAB uzupelnia nazwy komend oraz parametréw
korzystajac z biblioteki readline. Na przykltad wpisanie:

> w[TAB]p[TAB] 10*x777/

uzupelnia linie komend do ponizszej, ktéra wypisze wzory do katalogu pasujacego do wzor-
ca (na przyklad 1024x768):

> write_patterns 10x*x777/

Interfejs zawiera pomoc on-line, dostepna przez wydanie komendy help bez parame-
tréw, ktéra wypisuje kolejnosé krokéw skanowania i wyswietla liste komend. Aby uzyskaé
dodatkowe informacje na temat parametréw wybranej komendy, nalezy podaé jej nazwe
jako parametr, na przyktad:

> help setup_emitter

Innym udogodnieniem jest mozliwos¢ zachowania stanu projektu, co pozwala na ponow-
ne wykorzystanie danych oraz zachowanie czasochtonnych obliczen. Do zachowania stanu
stuzy komenda save, ktora bierze za parametr nazwe pliku. Do zachowania obliczen stuzy
przetacznik save model=1. Zachowany projekt mozna weczytaé przy pomocy komendy load.

A.2.5 Ustawianie projektora

Na ustawienie projektora sktadaja sie nastepujace dane (w nawiasach sa podane przy-
kladowe wartosci):

e poziomy kat projekcji projektora (20°),
e rozdzielczo$¢ (1024x768),

e przesuniecia:
w prawo (1,2m),
w dé6t (10cm),
do przodu (3cm),

o katy:
przechytu w lewo (1°),
pochylenia do przodu (-3°),
skretu w lewo (20°).

Aby wprowadzi¢ dane wymienione w przykladzie nalezy wydaé¢ nastepujaca komende:

> setup_emitter hfov=20. res=(1024,768) loc=(1200,100.,30.) rot=(1.,-3.,20.)
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A.2.6 Ustawianie aparatu

Krok ten trzeba wykonaé tylko, gdy uzyty do skanowania aparat nie zapisuje potrzeb-
nych do odtworzenia ustawien metadanych w formacie EXIF. Jedli metadane sa dostepne,
aparat zostanie ustawiony automatycznie po zaladowaniu zdje¢. Aby sprawdzié¢ czy auto-
matyczne ustawienie sie powiodlo, wystarczy nalezy wykonaé komende status.

Do ustawienia aparatu potrzeba danych o:

e wielkosci sensora (36mm x 24mm),
e ogniskowa obiektywu (50mm),
e odleglo$¢ plaszczyzny ostrosci (1,8m).

Aby wprowadzi¢ dane wymienione w przykladzie nalezy wydaé nastepujaca komende:
> setup_camera sensor_size=(36.,24.) focal_len=50. focus_dist=1800.

W wypadku automatycznego ustawiania program odtwarza wielko$¢ sensora z rozdziel-
czoéci 1 wielkoéci piksela. Ta druga wielko$é bywa czasem podana niedoktadnie, przez co
moga pojawi¢ sie znieksztalcenia geometryczne. Zaleta takiego rozwigzania' jest mozliwosé
przetwarzania zdjeé¢ przycietych przez aparat do mniejszej rozdzielczosci.

A.2.7 Generowanie wzoréw

Po ustawieniu projektora mozna wygenerowaé wzory do o$wietlania obiektu. Aby zapisaé
wzory do katalogu wzory w katalogu domowym uzytkownika nalezy wykona¢ komende:

> write_patterns ~/wzory

A.2.8 Wpykonywanie zdjec

Do wykonywania zdje¢ uzywamy aparatu oraz programu wyswietlajacego zdjecia na
pelnym ekranie na przyktad gwenview. W roli zdalnego wyzwalacza mozna uzy¢ programu
gphoto2, jesli aparat obstuguje protokét PTP. W tym wypadku, aby wykonaé zdjecie nalezy
wpisac:

gphoto2 --capture-image-and-download --frames 1 --filename scan}k%MJS.nef

Takie podanie nazwy pliku, sprawi, ze pliki beda utozone alfabetycznie, jesli tylko proces
skanowania nie bedzie wykonywany na przetomie dnia. Rozszerzenie nef to pliki w forma-
cie Nikon Electronic Format. Oczywiscie jest to tylko przykilad. Program btednie uzywa
rozszerzenia jpg, w wypadku uzycia zmiennej %c.

Podczas wykonywania zdje¢ trzeba wyciemni¢ pomieszczenie i kolejno o$wietla¢ obiekt
wygenerowanymi wzorami. Wzory sa tak nazwane, aby wys$wietlenie ich w kolejnosci alfa-
betycznej bylo poprawne. Na konicu mozna jeszcze wykonaé zdjecie przy neutralnym oswie-
tleniu do uzycia przy teksturowaniu.

Najlepiej wykonywaé zdjecia w formacie surowym, w szczegdlnosci wazne jest, zeby
nie aplikowaé korekcji gamma. Ponizej podane jest przykiadowe uruchomienie programu
ufraw-batch, ktére przetworzy surowe zdjecia w odpowiedni sposob:

Lwobec braku alternatywnych
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ufraw-batch --gamma=1.0 --wb=camera --clip=digital --saturation=1 \
--interpolation=bilinear --wavelet-denoising-threshold=0 --black-point=0 \
--shrink=1 --rotate=camera --out-type=png --out-depth=8 --exif *.nef

Format TIFF, jako wyjsciowy moglby sie wydawaé bardziej odpowiedni, jednak proble-
my napotkane przy przetwarzaniu plikéw przy pomocy Python Imaging Library sktaniaja
do uzycia PNG. 8 bitowa glebia koloréw réowniez jest wynikiem ograniczen tej biblioteki.

A.2.9 FLadowanie zdjec

Do tadowania zdjec¢ stuzy komenda load_images. Aby zaladowaé zdjecia, przy zalozeniu,
ze znajduja sie¢ w katalogu i nazywaja sie scanOl.png, scan02.png... itd. nalezy wykonaé
komende:

> load_images scan*.png scanOl.png

Zauwazmy, ze w przykltadzie powtarzamy nazwe pierwszego zdjecia na koncu listy. W ak-
tualnej wersji program nie wspiera teksturowania, ale z uzyciem zewnetrznych programéw,
mozna tatwo natozy¢ teksture, poniewaz aparat jest w poczatku uktadu wspotrzednych. Po-
mimo braku funkcjonalnoéci program oczekuje dodatkowego zdjecia zawierajacego teksture
ze wzgledu na planowane rozszerzenie, mozna w tym miejscu poda¢ mu do wezytania zdje-
cie o$wietlone bialym wzorem. W obecnej wersji plik jest ignorowany, ale liczba podanych
plikéw jest sprawdzana w celu weryfikacji podanej rozdzielczosci projektora.

A.2.10 Rekonstrukcja modelu

Interfejs zawiera mozliwos¢ uruchomienia poszczegdlnych faz rekonstrukcji osobno lub
jako catosci. Pozwala to na powtdrzenie tylko czesci obliczen oraz zachowanie cze$ciowo
wyliczonych danych. Wypisanie wyniku indeksowania w dwéch wymiarach nie wymaga
odtwarzania gtebokosci, wiec dla otrzymania tego wyjscia wystarczy wykonaé¢ indeksowanie.
Wypisanie glebokosci nie wymaga odtwarzania powierzchni, wiec mozna je pominaé, gdy
wypisujemy obraz gtebokosci. Catoéé¢ procesu mozna uruchomié¢ komenda:

> reconstr
natomiast poszczegélne fazy uruchamia sie komendami:

> index
> depth
> faces

Program wypisuje dos¢ szczegdétowo postep w kazdym z krokow.

A.2.11 Wypisywanie modelu

Do wypisywania modelu stuza dwie komendy write model i write_image. Pierwsza
z nich wypisuje model w formacie Wavefront OBJ a druga stuzy do wypisywania mapy
wykrytych paskéw i mapy glebokosci jako obrazu w formacie PNG. Obie akceptuja nazwe
pliku jako argument. Oprocz tego komenda write_image akceptuje argumenty wskazujace
rodzaj danych i sposéb ich przedstawienia.

Nastepujace po tej liscie przyktady ilustruja:
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e wypisanie modelu (domyslnie do pliku model.obj),

e wypisanie glebokosci w kolorze na czarnym tle (domys$lnie do pliku depth.png),

e wypisanie glebokosci w kolorze na przezroczystym tle,

e wypisanie paskéw w czerni i bieli na przezroczystym tle (domy$lnie do pliku stripes.png),
e wypisanie paskéw w kolorze z wygladzaniem.

write_model

write_image what=depth mode=black color=True
write_image what=depth mode=alpha color=True
write_image what=stripes mode=alpha color=False
write_image what=stripes mode=smooth color=True

V V V V V

A.2.12 Konfiguracja

Dla uzyskania lepszych wynikéw moze byé konieczna konfiguracja programu. Program
tworzy swéj katalog w standardowym dla systeméw Unixowych miejscu (7/.tronscan).
Plik konfiguracyjny (~/.tronscan/config) jest wezytywany na starcie programu.

Nastepujace po liScie przyktady (nie liczac nagtéwka w nawiasach klamrowych), ilustruja
domy$lne ustawienia indeksera:

e wlaczenie podpikselowej doktadnosci,

e wlaczenie rozmywania bialego obrazu z promieniem 1,8 piksela,
e wylaczenie filtra separacji koloréw,

e wylaczenie filtra zwiekszajacego kontrast poziomy,

e wlaczenie filtra klepsydrowego,

¢ ustalenie poziomu cienia na warto$¢ 20 i mniej,

e ustalenie poziomu wykrywania zielonego paska na wiecej niz 25,
e ustalenie 10 pikseli ramki cienia,

e ustalenie szerokosci okna wykrywania paska na 7.

[NumpyIndexer]
subpixel: True
blur_radius: 1.8
reduce_crosstalk: False
hourglass_blur: True
band_contrast: False
shadow_thres: 20
green_thres: 25
shadow_edge: 10
stripe_window: 7

Szczegblnie waznymi opcjami jest szeroko$é okna, poziom cienia i przetaczniki filtréw.
Szerokos¢ okna powinna wynosi¢ mniej wiecej tyle co srednia odlegtos¢ pomiedzy paskami
i mniej niz dwukrotnos$é¢ najmniejszej odlegtosci, poziom cienia zalezy od ekspozycji, przy
zastosowaniu korekcji gamma (niezalecane) powinien by¢ o wiele wyzszy (ok. 120).
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A.3 Skrypty danych testowych

Do $ciagania i przygotowania danych testowych stuza dwa skrypty fetch.sh i make. sh.
Znajduja sie one w katalogu dla danych testu regresyjnego tronscan/test_data/regression.
Uruchomienie ich kolejno po zainstalowaniu zaleznosci spowoduje Sciggniecie danych z ser-
wera i ich przetworzenie z wersji surowej do formatu PNG. Skrypty wywoluje si¢ polece-

niami:
./fetch.sh
./make.sh

Skrypt do Sciaggania Sciaga tylko brakujace dane i nie nadpisuje juz $ciagnietych plikéw,
dlatego wielokrotne uzycie skryptu pozwala na zaktualizowanie danych.

A.4 Program testujacy

Program testujacy wykonuje program skanera na danych testowych. Program znajduje
si¢ w katalogu Zrodlowym tronscan/src. Program wykonuje trzy czynnosci:

e przeprowadza test,

e zachowuje wyniki przeprowadzonego testu do poréwnywania z kolejnymi uruchomie-
niami,

e poréownuje aktualne wyniki z zapisanym wczesniej testem.

Ponizszy przyktad uzywa testl jako nazwy testu. Do wykonania wymienionych wyzej
czynnosci shuza odpowiednio wywolania:

./regression.py run
./regression.py set testl
./regression.py check testl

Komendy akceptuja réwniez dodatkowy parametr, ktéry pozwala na selektywne urucho-
mienie testéw. Aby uruchomié testy na pierwszym zdjeciu i na wycinkach, mozna wydaé
odpowiednio nastepujace polecenia:

./regression.py run exampleO1
./regression.py run crop

W wypadku, gdy zachowane do poréwnania wyniki zawieraja inne pliki niz te w aktu-
alnym uruchomieniu, program pomija ich poréwnywanie oraz wypisuje te informacje.

7 testu regresyjnego mozna tez skorzysta¢ w celu utworzenia plikéw projektow do testo-
wania programu gtéwnego. Dla szybkiego ich uzyskania, mozna wykonanie testu przerwaé
kombinacja klawiszy [Ctrl]+C. Pliki projektow odwotujace sie do danych testowych znajdu-
ja sie w katalogu tronscan/test_data/regression/data/ i maja rozszerzenie tronscan.
Mozna je zaladowaé¢ do programu stosujac komende load.
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B Zawartosé plyty

Na plycie znajduje sie praca w wymaganych przez uczelnie formatach, repozytorium
projektu, $ciagniete z serwera dane testowe (w wersji surowej) oraz wyniki dla testu filtréw.
Potozenie tych danych przedstawia sie nastepujaco:

e praca w formacie PDF i TEX(o rozszerzeniu TXT) znajduje sie w gléwnym katalogu

e repozytorium projektu znajduje sie¢ w katalogu tronscan i zawiera:
- dokumentacje: katalog doc oraz pliki README i LICENSE
- zrodla pracy pisemnej: podkatalog paper
- kod Zrédtowy programu: podkatalog src

- dane i wyniki testow: podkatalog test_data
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