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Miniejsza praca podzielona jest na dwie czesci.

Pierwsza to opis przebiegu prac nad projektem ,Enahncement of Bright
Video Features for High Dynamic Range Display” zralizowanym w Instytucie
Maxa Plancka w Niemczech.

Druga czesé to artykut dotyczacy zrealizowanego projektu, ktory zostanie
zaprezentowany na FEurographics Symposium on Rendering w czerwcu
2008 roku.

Artykul zostanie takze opublikowany w czasopismie: ,Computer Graphics
Forum The International Journal of the Eurographics Association".



Przebieg prac nad projektem ,Enhancement of bright
video features for high dynamic range display”
zrealizowanym w Instytucie Maxa Plancka w Saarbriicken

1 Wstep

Prace nad projektem zaczalem podczas letniego semestru na 4. roku moich studiéw, kiedy wy-
jechalem na stypendium naukowe z programu Socrates-Erasmus do Saarbriicken. Po przyjezdzie
skontaktowalem sie z Karolem Myszkowskim, pracownikiem naukowym Instytutu Maxa Planca,
ktory zaproponowal mi wspoélprace z Rafalem Mantiukiem. Poczatkowo pracowalem nad pro-
jektem, ktory nie byl zwiazany z moja praca magisterska, a dotyczyl zautomatyzowanego od-
twarzania obrazoéw o podwyzszonym zakresie dynamicznym (ang. high dynamic range - HDR)
z duzego zbioru zdjeé o niskim zakresie dynamicznym (ang. low dynamic range - LDR). Prace
nad nim trwaly dwa miesiace, po ktérych otrzymalem od Rafata propozycje realizacji projektu,
dotyczacego zagadnienia LDR to HDR, czyli odtwarzania obrazéow HDR, majac do dyspozycji
jedno zdjecie LDR. Po konsultacji z Karolem oraz Andrzejem Yukaszewskim, podjatem sie re-
alizacji tego projektu oraz postanowilem, ze bedzie on jednocze$nie moja praca magisterska. W
ponizszym raporcie pragne przedstawié¢ przebieg prac nad tym projektem jak réwniez moj wktad
W niego.

2 Zalozenia projektu

Problem LDR to HDR jest w ostatnim czasie modnym zagadnieniem. Wynika to przede wszyst-
kim z rozwoju technologi produkcji nowoczesnych wyswietlaczy, ktore oferuja coraz lepszy zakres
dynamiczny. Zeby czerpaé¢ korzysci wynikajace z nowych mozliwosci wyswietlaczy, potrzebna jest
metoda wys$wietlania na nich materialéw LDR. Naszym celem bylo stworzenie metody, ktora
przystosowuje material LDR do wy$wietlania na nowoczesnych wy$wietlaczach. W szczegélnosci
skupiliémy sie nad problemem regionéw obcietych, regionéw, ktérych jasnosé przekracza zakres
dynamiczny sprzetu rejestrujacego.

Nasza metoda miala sktadaé si¢ z trzech krokow:

e wykrywanie obcietych regionow, ktére wymagaja edycji
o klasyfikacja obiektow na trzy grupy: tekstury, odbicia, zrodla swiatta
e rekonstrukcja obiektéow w zaleznosci jak zostaly sklasyfikowane

Zalozenie poczatkowe byto takie, ze nasza metoda bedzie w pelni automatyczna. Najlepszy
scenariusz zakladal, ze nasza metode bedzie mozna zaimplementowa¢ na GPU, a wszelka edycja
bedzie wykonywana w czasie rzeczywistym podczas wyswietlania filmu. Jak sie potem okazalo, nie
jest to takie proste. W nastepnych czesciach chcialbym przedstawi¢ jak nasz projekt ewaluowat



do ostatecznej wersji. Moje sprawozdanie bedzie oparte o plan prac, w ktérym z inicjatywy
Rafata byly spisywane plany na kolejne tygodnie prac, a takze odnotowywane rzeczy, ktore byty
zrealizowane.

3 Przebieg prac

3.1 Poczatek prac

Prace nad projektem zaczely sie jeszcze w lipcu 2007 roku. Wiedzieliémy wtedy, ze chcemy
w jakis sposob klasyfikowaé obiekty, ktore wymagaja rekonstrukcji, na podstawie wyliczonych
statystyk dla poszczegolnych obiektow, biorac po uwage takze rejony je otaczajace. Okres do
wakacji zostal po$wiecony przeze mnie na czytanie wcze$niejszych artykuléw dotyczacych tego
tematu jak rowniez na sprawdzenie statystyk zaproponowanych przez Rafala. Stan prac na dzien
mojego wyjazdu z Saarbriicken po semestralnym pobycie wygladal nastepujaco:

e Po przeanalizowaniu literatury z lat poprzednich okazalo sie, ze poza paroma metodami,
ktore dotyczylty problemu LDR to HDR dla obrazéw i nie mogtly by¢ zastosowane dla filmow
z powodu braku spéjnosci czasowej, jedyna praca w ktorej upatrywaliSmy potencjalnego
konkurenta, to praca z roku poprzedniego z konferencji SIGGRAPH. Zdawalismy sobie
jednak sprawe z jej problemoéw, ktére zamierzaliémy rozwiazac.

e Proste i intuicyjne statystyki wykorzystujace znane zjawiska, takie jak np. efekt glare, nie
dawaly takich efektow jakich bysmy oczekiwali.

Efekt glare jest jednym z efektéw zwiazanych ze zrodtami Swiatta. Polega on na rozpraszaniu
sie $wiatla w powietrzu, co powoduje powstawanie wokoét zrodet swiatta jasnych obwoddek.

Na miesieczne wakacje, ktére postanowitem sobie zrobi¢, zostalem z problemem nowych sta-
tystyk, ktore moglyby da¢ lepsze rezultaty, a takze z zapoznaniem sie z metodami klasyfikacji, o
ktorych nie miatem wystarczajacej wiedzy. Z pomoca przyszta ksiazka - ,,Pattern classification”
- Duda, Hart, Stork.

3.2 Prace nad klasyfikatorem cz. 1

We wrzesniu nowego roku akademickiego 2007/2008 wrocitem do Saarbriicken w celu wznowienia
prac na projektem. Nie uczeszczatem w tym czasie na zadne zajecia, wiec caly swoj czas moglem
poswieci¢ na realizacje projektu. Poniewaz przygotowywana prace chcieliSmy wystaé¢ na konfe-
rencje Computer Vision and Pattern Recognition (CVPR) mieliSmy 3 miesiace na ukonczenie
prac.

Prace ruszyly od pierwszego dnia mojego pobytu. Mimo, ze Rafal przez caly wrzesien byl po-
chloniety innymi obowiazkami, raz na tydzien organizowaliSmy godzinne spotkania, ktore miaty
ukierunkowaé moje prace.

Caly wrzesienn poswiecitem pracom nad klasyfikatorem oraz zbieraniu do niego danych te-
stowych. Na poczatku stanowily one zdjecia z serwisu Flickr. W zgromadzonych przeze mnie
zdjeciach znajdowalo sie ok. 1000 obiektow, ktore zostal przeze mnie sklasyfikowane recznie za
pomoca stworzonego do tego celu narzedzia.

Wspomagajac sie literatura dotyczaca klasyfikacji oraz probleméw z wykrywaniem w obra-
zach roz§wietlenn (ang. highlights), stworzytem ok. 30 réznych statystyk, za ktorymi staly intuicje
dotyczace zjawisk fizycznych zachodzacych w obiektywach, efektéw powodowanych przy rejestra-
cji 1 przetwarzaniu filméw oraz ksztaltow obiektéw. Przy takich zagadnieniach czesto pojawia
sie problem, jak oceniaé¢ statystyki. Wizualnie mozna to stwierdzié¢ dla dwoch statystyk rysujac




wykresy zaleznosci jednej od drugiej jako chmure punktéw. Jednak problem pojawia sie zawsze,
gdy dochodza kolejne wymiary, dlatego wykorzystalem takze wykresy obrazujace bayes decision
rule dla kazdej ze statystyk.

Bayes decision rule jest to zasada klasyfikacji, minimalizujaca prawdopodobienistwo btedu.
W prostym przypadku, majac policzong pewng statystke x obiektu «a, ktory musi by¢ przypo-
zadkowany do jednej z dwoch klas wq lub ws, oraz prawdopodobienstwo p(w|z) oraz p(wsa|x),
bayes decision rule to:

a € wy jezeli p(wr|z) = p(ws|x) Wpp. @ € ws.
p(error|z) = min[p(wi|z), p(wa|z)]

Nalezy pamieta¢, ze nigdy nie mamy do dyspozycji prawdopodobieristw p(w;|z). Mozemy je
jedynie estymowag.

Szybko sie jednak okazalo, ze znalezienie statystyk, ktore przy wykorzystaniu klasyfikatorow,
ktore uczylyby sie w trybie offline i osiggalyby sensowna skutecznosé jest bardzo trudne. Na-
sze statystyki przy uzyciu réznych klasyfikatoréw off-line (korzystatem z toolboxa PRTools [2],
ktory zawieral implementacje wielu klasyfikatorow) dawaty btad ok. 40%, co dla nas byto nie do
przyjecia, poniewaz chcieliSmy, aby nasza metoda byla automatyczna.

Glowna przyczyng tak stabych wynikow bylo to, ze dostepne filmy DVD sa wbrew pozorom
niskiej jakosci. Szumy, obrébki w studiu, ktorych dokonuje sie po nakreceniu filmu a takze dyna-
micznie zmieniajace sie sceny powoduja, ze efekty na ktorych bazowaly moje statystyki byty za
stabe, aby dawaly pozadane odzwierciedlenie w wartosciach statystyk. Dopdéki zdjecia wykonane
byty w wysokiej jakosci w laboratorium, wszystkie intuicje malty pelne uzasadnienie. Jednak,
gdy przyszlo zastosowaé je w filmach, pojawily sie powazne problemy, dlatego tez moje prace
nad statystykami, inspirowane takze przez Rafala i Matthiasa (trzeciego autora artykutu) trwaty
praktycznie do konca.

Poniewaz mijal juz pierwszy miesiac pracy nad projektem, postanowiliémy nie skupiaé¢ wszyst-
kich swoich sil na klasyfikacji, ale zaczaé¢ rownolegle bada¢ problem rekonstrukeji regionéow ob-
cietych.

3.3 Rekonstrukcja obszaréw cz.1

Prace nad metoda rekonstrukeji zaczatem od zrobienia zdje¢ HDR roznych zrodet swiatla jak
rowniez ich odbi¢ w laboratorium fotograficznym. Zdjecia te potwierdzily nasza wiedze na temat
wygladu profili zrédel §wiatta oraz odbié, a poniewaz profile te mialy rézny charakter, potwier-
dzilo to takze zasadno$é¢ naszej klasyfikacji.

Zanim zaczalem proby z bardziej skomplikowanymi metodami wyprébowatem te najprost-
sze, po czesci wykorzystywane wczesniej. Proby te ujawnity problemy, z ktérymi musieliSmy sie
zmierzy¢.

Pierwsza najprostsza metoda wykorzystywata rozmyta maske regioné6w obcietych jako funkcje
rozciagajaca kontrast. Metoda dawata wyobrazenie jak moze wygladaé efekt takiej edycji, jednak
rozmywala ona krawedzie oraz nie sprawdzala sie na obiektach o skomplikowanych ksztaltach.

Wyprébowalem takze metody zachowujace pochodne na krawedziach regionéw, jak rowniez
ekstrapolacje (byly to metody ktorych implementacja zostata mi dostarczona przez Rafala).

Zadna z tych metod nie data satysfakcjonujacych rezultatow. Wszystkie byty bardzo wrazliwe
na dystorsje w filmach wideo jak rowniez na skomplikowane ksztalty. Najbardziej zaawansowang
metoda jaka sprawdziliémy byla metoda naszego autorstwa. Polegala ona na tym, ze na podsta-
wie profili uzyskanych ze zdje¢ w studio stworzyliSmy model takich profili dla zrodta swiatta oraz
odbicia oparty o funkcje sigmoidalne. Nastepnie opracowaliémy metode do wpasowywania profili,



biorac pod uwage sasiedztwo krawedzi regionéw obcietych. Metoda ta mimo, ze zawarliSmy w
niej w pelni idee rekonstrukcji, takze sie nie sprawdzita. Miata problemy ze skomplikowanymi
ksztaltami, oraz okazalo sie, podobnie jak w przypadku statystyk do klasyfikatora, ze nie mozna
polegaé¢ na otoczeniach regionéw obcietych. Wszystkie metody wykorzystujace wieksze niz 1-2
pikselowe otoczenie regioné6w dawaly niespdjne po czasie rekonstrukcje obszarow.

Funkcje sigmoidalne sa to funkcje o ksztalcie zblizonym do litery S, o podstawowe]j postaci
S(t) = 1-&-% Kombinacje wielu takich funkcji sa wykorzystywane np. do przyblizania funkcji
mapujacych tony. Tutaj zostaly wykorzystane do zbudowania funkcji, ktéra przyblizata profile
zrodet swiatta oraz odbié.

3.4 Klasfikator cz.2

Rownolegle z pracami nad rekonstrukcja dalej posuwaly sie prace nad klasyfikacja. Poniewaz
posiadany przez nas klasyfikator generowal btad dla nas niedopuszczalny, postanowiliémy sko-
rzystaé z faktu, ze zajmujemy sie filmami i wykorzystaé¢ informacje z tym idace. Pierwszym
krokiem byto znalezienie przeze mnie algorytmu rozwiazujacego problem optical flow i wykorzy-
stanie go do kojarzenia obiektéw z sasiednich klatek.

Optical flow jest jednym z podstawowych problemoéw z zakresu computer vision. Najczesciej
definiuje sie go dla dwoch obrazow, dla ktorych nalezy znalezé wektory przesuniecia (ang.
moution vectors). Wektory te wyznaczaja dla kazdego miejsca w pierwszym obrazie jego prze-
suniecie w stosunku do drugiego obrazu. Powszechnie znanymi rozwiagzaniami tego problemu
sa metody optymalizacyjne, ktore z jednej strony maja za zadanie zachowaé cigglosé wektorow
przesuniecia, z drugiej za$ dbaja o zachowanie wartosci obrazu badz gradientow.

Wybratem jeden z algorytméw rozwigzujacy problem optical flow, zaimplementowany w bi-
bliotece OpenCV [3]. Algorytm ten zwraca motion vector dla danego piksela w klatce. Poniewaz
algorytmy rozwiazujace problem optical flow zwykle maja problemy z obiektami bardzo dyna-
micznymi, moimi danymi dla problemu optical flow nie byty piksele nalezace do regionow ale
byly to losowe piksele z 2-pikselowego otoczenia danego obiektu. Przesuniecie catego obiektu
byto ustalane jako uéredniony wektor wszystkich wektoréw zwroconych przez algorytm optical
flow dla otoczenia. Poniewaz nie chcieliSmy kojarzyé¢ roznych obiektow, natomiast dopuszczali-
$my brak skojarzenia pomiedzy tymi samymi obiektami, potrzebowalismy silnego warunku, ktéry
stwierdzi czy skojarzone obiekty rzeczywiscie sa tymi samymi. Skonstruowalem go, biorac pod
uwage wzajemne polozenie obiektéw oraz ich rozmiar.

Kolejnym problemem zwigzanym réwniez z problemem $ledzenia obiektéw bylo znajdowanie
cie¢ w filmie. Jest to jednak problem otwarty, a poniewaz nie on byl moim przedmiotem badan,
ciecia wyznaczaltem na podstawie korelacji sasiednich klatek. Parametry tak dobratem, aby dla
moich danych metoda si¢ nie mylila.

W ten sposéb skonstruowalem metode, ktora kojarzyta ze soba te same obiekty z réznych
klatek. PostanowiliSmy wykorzysta¢ ja, do poprawienia wyniku klasyfikacji.

Pierwsza z metod byto tak zwane glosowanie. Polegala ona na tym, ze dla danego obiektu
sprawdzaliSsmy jak zostal on sklasyfikowany we wszystkich klatkach i wybieraliSmy dla niego
klase, ktora byla wybrana najwieksza liczbe razy.

Druga metoda angazowala prosty klasyfikator online, ktory dziatal w ten sposob, ze zbidr,
na ktérym byl nauczany klasyfikator byl powiekszany o sklasyfikowane obiekty z poprzedniej
klatki. Klasyfikujac w ten sposob, spodziewaliSémy sie, ze najlepiej sklasyfikowane beda ostatnie



obiekty w obrebie sceny. Polegajac na ostatnich klatkach i wykorzystujac policzone skojarzenie
forsowalisémy klasyfikacje z ostatnich klatek do poprzednich.

Innym podejsciem wykorzystujacym skojarzenia, byto patrzenie na historie jasnosci w miej-
scach sobie odpowiadajacych pod wzgledem optical flow. Intuicje byly proste. Jezeli wystepowal
duzy skok jasnoéci w momencie, gdy pojawit sie obiekt to z duzym prawdopodobienistwem bytlo to
zrodlo swiatta albo odbicie. W przeciwnym wypadku, byta to najprawdopodobniej przesycajaca
sie tekstura.

Okazalo sie jednak, ze intuicje stojace za powyzszymi metodami nie dajg wystarczajaco do-
brych efektéw. Dwie pierwsze zmniejszaly co prawda blad naszego klasyfikatora, jednak dalej nie
byl on do zaakceptowania. W trzeciej metodzie okazalo sie, ze wartosci jasnosci sa tak mocno
skompresowane w interesujacych nasz obszarach, ze heurystyki takie nie sa wystarczajaco czule.

Wszystkie eksperymenty doprowadzily nas do wniosku, ze jezeli chcemy otrzymaé klasyfi-
kacje, ktora jest na tyle dobra, zeby zastosowaé ja do obrobki filméw w celach komercyjnych,
musimy wprowadzi¢ interakcje. Nie bylo to niczym strasznym, gdyz techniki takie sa stosowane
chociazby do kolorowania filméw czarno-biatych. Schemat klasyfikatora, ktéry mialtby realizowaé
takie podejscie, nasuwal sie sam i okazal sie bardzo trafionym pomystem, a jego opis mozna
znalez¢ w artykule. Zostal on przeze mnie zaimplementowany, a wraz z klasyfikatorem offline,
stworzonym wczesniej, powstata pierwsza wersja interfejsu, ktory od tego momentu mozna byto
stosowaé do klasyfikowania calych wycinkow filmow. W celu testowania systemu zgromadzitem
ok. 10 min. fragmentéw filméw, w ktérych wystepowato ponad 10000 obiektow.

Mimo to, ze stosujac nowy system klasyfikacji mogliSmy znacznie poprawi¢ ostateczny efekt
klasyfikacji, wyniki samego klasyfikatora wciaz nie byty zadowalajace. Musieliémy jednak zwolnié¢
prace nad samym klasyfikatorem by opracowaé¢ metode do rekonstrukcji obszaréw obcietych.

3.5 Rekonstrukcja obszaréow cz.2

Wszystkie metody rekonstrukeji, ktéore miaty na celu zachowanie gradientéw na brzegach rejo-
néw obcietych oraz przyblizenie oryginalnego profilu zawiodly z powodu trudnosci w zachowaniu
spojnosci po czasie a takze tego, ze wpasowywanie profili stwarzalo problemy przy skompliko-
wanych ksztaltach. Postanowiliémy stworzyé¢ prosta metode, ktora polepszy efekt wizualny, nie
wprowadzajac artefaktow.

Pierwszym typem artefaktéw, ktore mogly sie pojawié przy rozciaganiu kontrastu jest kwan-
tyzacja. Drugi za$ bylo niezachowanie ciaglosci gradientow. Zalezalo nam na tym aby mniejsze
gradienty byly mniej rozciagniete niz duze. Wynikalo to z dwoch powodéw. Po pierwsze artefakty
na duzych gradientach sa dla cztowieka mniej widoczne. Po drugie, metoda taka dawataby pro-
file zblizone do oryginalnych profili, do ktoérych zostata zaaplikowana funkcja ludzkiego zmystu
wzrokowego (ang. human visual system response curve) .

Problem z pierwszym typem dystorsji rozwigzaliSmy dokonujac rozciagniecia kontrastu na
obrazie przefiltrowanym filtrem bilateralnym o matych wartosciach parametréw. W ten sposéb
po pierwsze oddzielaliémy szum, ktéry potem jest z powrotem dodawany, po drugie zyskaliSmy
na precyzji, poniewaz od tego momentu nie operowaliSmy na wartosciach naturalnych ale na
rzeczywistych. Problem z drugim typem dystorsji rozwiazalaby metoda gradientowa. Z takiego
podejscia zrezygnowalismy, gdyz metoda ta jest wolna i ciezko zachowaé przy jej uzyciu spojnosé
CZasowaq.



Metoda gradientowa polega na przejsciu do dziedziny gradientowej i tam wykonywanie
edycji obrazu. Powr6t do pierwotnej dziedziny nie zawsze jest jednak prosty, gdyz obrébka
mogta zakldci¢ wlasnosé, ze w obrazie w dziedzinie gradientowej suma gradientéw na dowolnej
$ciezce pomiedzy dwoma punktami jest taka sama. Aby uporac sie z tym problemem konieczne
jest rozwiazanie réwnania Poissona.

Potrzebowalismy metody, ktora wprawdzie bierze pod uwage gradienty jednak jest duzo prost-
sza. Na poczatku sprobowalismy odwrécié¢ prosta metode, mapujaca tony, zaproponowana przez
G. Warda Larsona [4], oparta o analize histogramu i sprowadzajaca sie do tego, ze kompresowane
sa bardziej wartosci, ktorych jest mato w obrazie. W naszej metodzie odpowiadato by to temu,
ze rozciggane by byly te wartosci, ktérych jest mniej w obrazie. Zaimplementowalem te metode.
Efekt nie byt taki jakiego potrzebowaliSmy, poniewaz metoda nie brata pod uwage gradientow
tylko wartosci pikseli. Jednak zainspirowany przez Rafala pomystem wykorzystania histogramu
opracowalem metode, ktéra na podstawie gradientéw, wystepujacych w obrazie, tworzyta krzywa
mapujaca oryginalne wartosci na nowe. Metoda, opisana w artykule, charakteryzuje sie tym, ze
rozcigga bardziej wartosci tam gdzie gradienty sa duze i jest ich duzo w obrazie. Tam gdzie sa
male wartosci gradientéw oraz jest ich mato kontrast jest rozciagany malo.

Po testach potwierdzily sie nasze przypuszczenia co do tego, ze powstale profile odpowiadaja
tym ze studia, ktore postrzega czlowiek. Wynikalo to z tego, ze najwieksze r6znice miedzy profi-
lami odbié¢ a profilami $wiatel sa na brzegach regionéw. Swiatla najczesciej maja duze gradienty
na brzegach, natomiast odbicia maja tagodny profil na brzegach. Nasza metoda zachowuje te
wlasnosci.

Metoda ta okazala sie metoda na tyle dobra, ze zostala ona wykorzystana w ostatecznej wersji
projektu. Jedyna modyfikacja bylo u$rednianie liczonych histograméw po czasie dla kazdego z
obiektow, aby jeszcze lepiej zapewnié spdjnosé po czasie.

3.6 Klasyfikacja cz. 3

7 powodu, ze klasyfikacja nasza nie byla w pelni automatyczna, tylko wymagala interakcji z
uzytkownikiem, podjeliSmy decyzje, ze prace przygotujemy na SIGGRAPH, a nie jak do tej
pory zamierzaliémy na CVPR. Dzieki temu zyskiwaliémy ponad miesiac czasu na dopracowanie
wynikow.

W grudniu w instytucie zostalo zorganizowane spotkanie z Mattiasem Hein, ktéry opowia-
dal o swoich badaniach nad klasyfikatorami. Poniewaz zainteresowalo nas to o czym mowil i
mialo to zwigzek z naszym projektem doszto do spotkania w wyniku, ktoérego zgodzit sie nam
poméc w udoskonaleniu klasyfikatora. Po przedstawieniu mu wszystkiego co mieliSmy do tej
pory oraz przygotowaniu danych Matthias zaczal prace nad naszym klasyfikatorem. Dysponujac
odpowiednimi narzedziami po paru spotkaniach wspélnie doszliémy do wniosku, ze musimy za-
stosowaé klasyfikator online, ktéry bedzie nauczany na obiektach z danej sekwencji (z klatek od
ostatniego ciecia). Okazalo sie bowiem, ze na statystykach, ktore mieliémy, najbardziej mozna
polega¢ wlasnie w obszarze jednej sekwencji filmu. Natomiast w klatkach, ktére byty pierwszymi
klatkami po cieciu zastosowaliémy support vector machine, dodajac jeszcze dwie statystyki bio-
race pod uwage otoczenie obiektu. Tak powstata ostateczna wersja klasyfikatora.

Support Vector Machine jest to metoda uzywana do klasyfikacji, polegajaca na znalezieniu
dla probki uczacej podziatu przestrzeni ptaszczyznami, tak aby powstale obszary odpowiadaly
klasom. Plaszczyzny sa znajdowane tak, by odleglosé od danej plaszczyzny do najblizszej
probki z kazdej z klas byla mozliwie najwieksza.




3.7 Por6éwnanie z innymi metodami

Ostatnie dwa tygodnie poswieciliSmy oprocz redagowania artykutu na poréwnywanie si¢ z innymi
metodami.

Naszg metode poréownaliSmy tak na prawde tylko z jedna metoda z SIGGRAPHu z po-
przedniego roku, bo tylko ta dotyczyla tego samego tematu i zajmowala sie video. Po kontakcie
z autorami, ktorzy udostepnili mi cze$¢ parametréw, zaimplementowatem te metode, przetwo-
rzytem za jej pomoca wszystkie zgromadzone fragmenty filmow, z czego wybralem najbardziej
intersujace. W artykule zamiesciliSmy takze poréwnanie z inng metoda wykorzystujaca liniowe
rozciaganie, jednak ze wzgledu na brak sp6jnosci czasowej nie byto sensu poréwnywaé calych
fragmentow filmow.

3.8 Eksperyment

W celu udowodnienia, ze taka obrobka zdje¢ ma w ogoble sens i jest lepsza od wczesniej przed-
stawianych, przeprowadzilem eksperyment poréwnawczy na 14 osobach. Wykazal on, ze obrobka
taka znacznie poprawia efekty wizualne, a takze, ze nasza metoda jest znacznie lepsza od po-
przedniej.

4 Wrazenia koncowe

Mimo poczatkowych watpliwosci co do przedluzenia mojego pobytu w Saarbiicken w celu reali-
zacji tego projektu, w tej chwili jestem bardzo zadowolony z podjetej decyzji. Podczas pétrocznej
pracy nad tym projektem wiele sie nauczylem, zdobylem bezcenne do$wiadczenie a takze spre-
cyzowalem swoje zainteresowania. Pobyt ten zawazyt réwniez na moich planach na przysztosé.

4.1 Podziekowania

W tym miejscu chciatbym podziekowaé Karolowi Myszkowskiemu oraz Rafatowi Mantiukowi, kto-
rzy umoZzliwili mi realizacje tego projektu, a takze przekazali mi duzg wiedze na temat dziedziny,
ktorg sie zajmujg. Dzieki nim powstata moja praca magisterska, z ktorej jestem bardzo zado-
wolony. Dodatkowe podziekowania kieruje do Rafata, z ktérym przez pot roku pracowatem nad
artykutem.
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