Lista zadan. Nr 7. 17 maja 2011
ALGORYTMY I STRUKTURY DANYCH

ITUWr. II rok informatyki.

. Niech A = {a1, a9, ...,a,} bedzie zbiorem kluczy, (takim, ze V=1, n—1a; < a;4+1), ktore chcemy
pamieta¢ w stowniku stalym. Znamy takze ciag pi,...,p, prawdopodobienistw zapytania o
poszczegodlne klucze. Przyjmujemy, ze p1 + pa + ... + p, = 1, a wiec do slownika nie beda
kierowane zapytania o klucze spoza stownika. Chcemy zaimplementowaé¢ stownik jako drzewo
BST. Utoz algorytm znajdujacy takie drzewo, ktére minimalizuje oczekiwany czas wykonywania
operacji na stowniku.

Punktacja:

e za algorytm dzialajacy w czasie O(n?) - 1pkt;
e za algorytm dzialajacy w czasie O(n?) - 2pkt;

. (1pkt) Rodzine H funkcji hashujacych ze zbioru kluczy U w zbior indeksow {0, ..,m — 1} nazy-
wamy uniwersalng (lub inaczej 2-uniwersalng), jesli
1
Vz;ﬁyGUPT'hGH[h(:E) = h(y)] < E
Rozwazmy nastepujaca rodzine funkcji haszujacych. Niech uniwersum U = {0,1,2,...,n — 1}

i niech V =1{0,1,2,...,m — 1} bedzie zbiorem wartosci funkeji, gdzie m < n. Niech ponadto
p > n bedzie liczba pierwszg. Funkcje h, , definiujemy w nastepujacy sposoéb:

hap(z) = ((az + b) mod p) mod m.
Udowodnij, ze rodzina
H={hep|1<a<p-1,0<b<p-1}
jest 2-uniwersalna.

. (2pkt) Utoz algorytm rozwiazujacy problem znajdowania najblizej potozonej pary punktéw na
plaszczyznie oparty na nastepujacej idei. Niech d bedze odleglo$cia pomiedzy para najblizej
potozonych punktéw sposrod punktéow py,po,...,p;—1. Sprawdzamy, czy p; lezy w odleglosci
mniejszej niz d, od ktorego$ z poprzednich punktéw. W tym celu dzielimy plaszczyzne na
odpowiednio mate kwadraty, tak by w kazdym z nich znajdowal sie nie wiecej niz jeden punkt.
Te "zajete” kwadraty pamietamy w stowniku.

Twoj algorytm powinien dziala¢ w oczekiwanym czasie liniowym. Jesli nie potrafisz zbudowaé
algorytmu opartego na powyzszej idei, mozesz opracowaé algorytm oparty na iinej (ale spelnia-
jacy te same wymagania czasowe).

. (2pkt) Na wykladzie zostal przedstawiony dowdd tego, Ze po umieszczeniu n kluczy w n-
elementowej tablicy haszujacej (z nawlekaniem kluczy o tej samej wartosci funkeji haszujacej na
listy) z duzym prawdopodobienistwem zadna lista nie bedzie zawiera¢ wiecej niz logn/loglogn
kluczy, o ile do haszowania uzyta zostanie losowa funkcja haszujaca h. Przypomnij ten dowdd
lub podaj inny (ale nadal poprawny:-).

. (2pkt) Przeprowadz analize zamortyzowanego kosztu ciagu operacji insert, deletemin, decrease-
key, meld, findmin wykonywanych na kopcach Fibonacciego, w ktorych kaskadowe wykonanie
operacji cut wykonywane jest dopiero wtedy, gdy wierzchotek traci trzeciego syna.




ZADANIA DODATKOWE

1. (1pkt) Uzasadnij stwierdzenie, ze funkcje hashujace potrzebne w konstrukeji stownika statego
(podanej na wykladzie) moga by¢ efektywnie znalezione.

2. (2pkt) Na wykladzie zostal przedstawiony dowod tego, ze po umieszczeniu n kluczy w n-
elementowej tablicy haszujacej (z nawlekaniem kluczy o tej samej wartosei funkeji haszujacej na
listy) z duzym prawdopodobieristwem zadna lista nie bedzie zawiera¢ wiecej niz logn/loglogn
kluczy, o ile do haszowania uzyta zostanie losowa funkcja haszujaca h.

e Przypomnij dowdd (albo przedstaw inny) tego faktu.

e Tak mocnego faktu nie da sie¢ udowodnié¢, gdy h jest losowo wybrang funkcja z 2-uniwersalnej
rodziny funkcji haszujacych. Udowodnij, ze w tym przypadku prawdopodobieiistwo, ze
ktoras list zawiera wiecej niz v/2n kluczy jest nie wieksze od 1/2.



