Lista zadan. Nr 6. 30 kwietnia 2011
ALGORYTMY I STRUKTURY DANYCH

ITUWr. II rok informatyki.

. (2pkt) Podaj nierekurencyjna wersje procedury Quicksort, ktora

- poza tablica z danymi ( A[l..n] of integer ) uzywa tylko stalej (niezaleznej od n) liczby
komorek typu integer (zakladamy, ze max(n, max{A[i] | i = 1,..,n}) jest najwieksza liczba
jaka moze pomiesci¢ taka komorka),

- czas jej dzialania jest co najwyzej o staly czynnik gorszy od czasu dzialania wersji reku-
rencyjnej.

. (2pkt) Niech A = aq,aq,...,a, bedzie ciagiem elementéw oraz niech p i ¢ beda dodatnimi
liczbami naturalnymi. Rozwazmy p-podciagi ciagu A, tj. podciagi utworzone przez wybranie co
p-tego elementu. Posortujmy osobno kazdy z tych podciagéw. Powtorzmy to postepowanie dla
wszystkich ¢g—podciagéw. Udowodnij, ze po tym wszystkie p—podciagi pozostang posortowane.

. (1pkt) Czy mozna tak zmodyfikowa¢ drzewa AVL, by operacje insert, delete, search, minimum,
maksimum nadal wykonywaly sie w czasie O(logn), a operacje nastepnik(v) i poprzednik(v),
gdzie v jest adresem wezta, wykonywane byly w czasie O(1)?

. (2pkt) Niech h(v) oznacza odleglo$é¢ wierzcholtka v do najblizszego pustego wskaznika w pod-
drzewie o korzeniu v. Rozwaz mozliwos¢ wykorzystania drzew binarnych, w ktorych zachowany
jest nastepujacy warunek zréwnowazenia:

h(lewy syn v) > h(prawy syn v) dla kazdego wierzchotka v,

do implementacji kolejki priorytetowe;j.

. (2pkt) Uloz algorytm, ktory dla danego ciagu liczbowego znajduje najdtuzszy jego podciag ro-
snacy. Jesli podciagéw rosnacych o maksymalnej dlugosci jest wiecej niz jeden, Twoj algorytm
powinien wypisaé pierwszy z nich (wg porzadku leksykograficznego). Jaka jest zlozonosé pamie-
ciowa i czasowa Twojego algorytmu?

. (2pkt) Utoz algorytm, ktory dla danego ciagu liczbowego oblicza, ile zawiera on podciagow
rosnacych o maksymalnej dtugoséci. Jaka jest zlozonosé pamieciowa i czasowa Twojego algo-
rytmu? Przyjmij, ze operacje arytmetyczne na dowolnie dtugich liczbach wykonuja sie w czasie
jednostkowym.

. (2pkt) Napisz procedure Split(T, k) rozdzielajaca drzewo AVL T na dwa drzewa AVL. Jedno
zawierajace klucze mniejsze od k i drugie zawierajace pozostale klucze. Jaka jest zlozonosé
Twojej procedury?

Z ADANIA DODATKOWE

. (2pkt) Opracuj wersje algorytmu Mergesort, ktora dziata w miejscu.

. (2pkt) Pokaz w jaki sposéb mozna zaimplementowaé kolejke priorytetowa tak, by operacje na
niej wykonywane byly w czasie O(loglogm), gdzie m jest moca uniwersum, z ktorego pochodza
klucze.

. (2pkt) Bolesna dolegliwoscia zwiazana z drzewami AVL jest konieczno§é poswiecenia dwoch
bitow w kazdym wezle na pamietanie wspotczynnika zrownowazenia. Zastandéw sie, czy aby na
pewno mamy do czynienia z "koniecznoscia’.




10.

ZADANIA DODATKOWE - NIE BEDA ROZWIAZYWANE NA CWICZENIACH

(Opkt) Pokaz, ze Quicksort dziala w czasie ©(nlogn), gdy wszystkie elementy tablicy A maja
te sama wartosc.

(Opkt) Pokaz, ze Quicksort dziala w czasie ©(n?), gdy tablica A jest uporzadkowana niemalejaco.

(Opkt) Zalézmy, ze na kazdym poziomie rekursji procedury Quicksort procedura partition dzieli
dana tablice na dwie podtablice w proporcji 1 — a do «, gdzie 0 < a < % jest stata. Pokaz,

ze minimalna gleboko$¢ liscia w drzewie rekursji wynosi okoto —iog,” a maksymalna gtebokosé
og

e, . . __logn

liscia wynosi okoto Toa(l—a)"

. (1pkt) Opracuj wersje algorytmu Quicksort, ktora bedzie efektywnie dziala¢ na ciagach zawie-

rajacych wielokrotne powtoérzenia kluczy.
(1pkt) Napisz procedury obstugujace kopiec Minimaksowy.

(2pkt) n-elementowym ciagiem o jednym zaburzeniu nazywamy dowolny ciag, ktory moze byé
otrzymany z ciagu {1, 2, ..., n} poprzez wykonanie jednej transpozycji. Zat6zmy, ze algorytm In-
sertSort bedzie uruchamiany jedynie na ciggach o jednym zaburzeniu. Zbadaj $rednig ztozonosé
algorytmu przy zaltozeniu, ze dla kazdego n, wszystkie takie ciagi n-elementowe sa jednakowo
prawdopodobne.

(1pkt) ( Poprawnosé¢ procedury Partition). Rozwaz nastepujaca procedure:

(1pkt) Rozwazmy modyfikacje podanego na wykladzie algorytmu sprawdzajacego izomorfizm
drzew, ktory porzadkujac wektory przypisane wierzchotkom stosuje sortowanie leksykograficzne
ciagéw jednakowej dlugosci (po uprzednim wyréwnaniu dlugosci wektoréw - przez dopisanie
symbolu spoza alfabetu). Podaj przyktad "zlogliwych” danych dla takiego algorytmu. Oszacuj
czas dzialania algorytmu na tych danych.

Partition(A, p, r)
@+ Alp]
i< p—1
j—r+1
while true do
repeat j — —
until Afj] <z
repeat ¢ 4+ +
until A[i] >z
ifi<j
then zamien A[i] <> A[j]
else return j

Udowodnij co nastepuje

(a) Indeksy ¢ oraz j nigdy nie wskazuja na element A poza przedziatem [p..r].
(b) Po zakoriczeniu Partition indeks j nie jest rowny r (tak wiec podzial jest nietrywialny).

(¢) Po zakoriczeniu Partition kazdy element Alp..j] jest mniejszy lub réwny od dowolnego
elementu A[j + 1,r].

. (1pkt) Utéz algorytm sortujacy w miejscu ciagi rekordéow o kluczach ze zbioru {1, 2, 3}.

(1pkt) Utz algorytm sortujacy ciag n liczb catkowitych w czasie O(n) i pamieci O(n). Przyjmij,
ze liczby sa z zakresu long long.
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(2pkt) Serig w ciagu nazwiemy dowolny niemalejacy podciag kolejnych jego elementow. Seria
jest maksymalna, jesli nie mozna jej rozszerzy¢ o kolejne elementy. Zaldézmy, ze algorytm Insert-
Sort uruchamiany bedzie jedynie na permutacjach zbioru {1,2,...,n}, ktére mozna rozbié na
co najwyzej dwie serie maksymalne. Zbadaj $rednig ztozonosé algorytmu przy zatozeniu, ze dla
kazdego n, wszystkie takie permutacje n-elementowe sa jednakowo prawdopodobne.

(2pkt) Rozwazmy permutacje liczb {1,2,...,n}, ktorych wszystkie 2-podciagi i 3-podciagi sa
uporzadkowane.

(a) Ile jest takich permutacji?

(b) Jaka jest maksymalna liczba inwersji w takiej permutacji?

(c¢) Jaka jest taczna liczba inwersji w takich permutacjach?



