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1 Naturalny System Immunologiczny

Inspiracja dla powstania Algorytméw Immunologicznych byta obserwacja tzw. odpornosci swoistej naturalnego
systemu immunologicznego czlowieka.

Ludzko$¢ dopiero za sprawda Ludwika Pasteura (1822 — 1895) dowiedziala sie o istnieniu mikroelementéw,
takich jak bakterie czy wirusy. Razem z Robertem Kochem (1843 — 1910) zapoczatkowali nowa nauke zwana
Immunologia.

Ta mloda nauka, liczaca mniej niz 150 lat w zasadzie zdefiniowala wspélczesng medycyne. Nie poprzestaje
jednak na tym i wdziera sie w rézne inne dziedziny nauki i inzynierii, zaczynajac od Informatyki.

Oto kilka cech uktadu odpornoéciowego:

e Rozproszona detekcja — Proces detekcji obcych komorek nie podlega scentralizowanemu sterowaniu, dzieje
sie rownolegle w calym organiZmie za posrednictwem krwii

e Progowa detekcja — Proces wiazania antygenu przez przeciwciato opiera sie jedynie na czeSciowym podo-
bienstwie obu elementéw. Mechanizm ten zwieksza zdolnosci detekcyjne uktadu.

e Detekcja anomalii — uklad prawidlowo identyfikuje patogeny, z ktérymi nigdy wezeéniej nie zetknatl sie.
e Adaptacyjno$é¢ — ukiad odpornosciowy potrafi ,nauczyé sie” i ,zapamigtac” patogenne struktury.

e Samoorganizacja (sie¢ idiotypowa) — pamieé immunologiczna tworzy sieciowa strukture, tzw. sie¢ idioty-
powa, ktora podlega modyfikacjom w miare jak pojawiaja sie kolejne typy patogendw.

e Unikalno$é — uklad odpornosciowy kazdego osobnika jest inny (co jest dobre w obrebie gatunku).

2 Sztuczny System Immunologiczny

Aby przeniesé intuicje zaczerpniete z analizy naturalnych systeméw immunologicznych na $wiat informatyki,
bedziemy musieli zdefinowaé problem, ktory chcemy rozwiaza¢, w kategoriach systeméw immunologicznych, a
nastepnie na tej podstawie zbudowaé sztuczny system immunologiczny, ktéry problem rozwiaze.

Warstwa reprezentacji odpowiada za ubranie problemu w struktury danych. Zwykle elementy (element?) zbioru
danych beda patogenami, a rozwiazanie przeciwciatami.

Przeciwciala zwykle mutuja w kierunku okreslonym przez funkcje dopasowania. Ta moze byé¢ wzgledna (zalezna
od pozostalych antygenéw, np. bycie najlepszym), bezwgledna (mamy state kryterium, np. idealng warto$é
cechy) lub moze jej nie by¢ w ogdle (selekcja negatywna).

2.1 Klasyfikacja

Problem klasyfikacji polega na przydzielieniu obiektu wejéciowemu jakiejs klasy.

Naturalng interpretacja tego procesu w $wiecie sztucznych systeméw immunologicznych jest odpowiedz limfo-
cytéw na kolejne rekordy zbioru przeznaczonego do klasyfikacji. W przypadku sztucznego systemu immunolo-
gicznego mozemy méwié jedynie o klasyfikacji binarnej (swéj, nie swéj).



2.2 Optymalizacja

Tym razem z géry wiemy, ze problem, ktéry mamy do rozwiazania jest patogenem.

Rola sztucznego systemu immunologicznego jest wyewoluowaé przeciwcialto, ktére najlepiej bedzie wigzalo pa-
togen. Takie przeciwcialo bedzie zarazem najlepszym znalezionym rozwiazaniem.

2.3 Analiza danych

Analiza danych za pomoca sztucznego systemu immunologicznego sprowadza sie do ”bombardowaniaérganizmu
patogenami (rekordami zbioru do przeanalizowania). Otrzymany w ten sposéb stan sieci idiotypowej daje nam
wiele informacji o zaleznosciach miedzy rekordami.

3 Algorytmy Immunologiczne

Implementacje sztucznego systemu immunologicznego inspirowanego jakim$ podzbiorem cech naturalnego sys-
temu immunologicznego, ktora rozwiazuje jaki$ problem informatyczny nazywamy Algorytmem Immunologicz-
nym.

3.1 Algorytm selekcji negatywnej

Algorytm selekcji negatywnej jak najprostszym z tej grupy i zarazem najszerzej wykorzystywany.

Intuicja jest taka: losujemy detektor (limfocyt). Jesli nie rozpoznaje komérek organizmu jako obcych, dolaczamy
go do rozwigzania.
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W efekcie otrzymujemy zbiér deketoréw wykrywajacych anomalia, np. przy produkcji tasmowej elementow,
analizie zachowan programéw (wykrywanie wiruséw komputerowych przez IBM, lata 80-95).

3.2 Algorytm selekcji klonalnej

Algorytm selekcji klonalnej jest realizacja podstawowego mechanizmu systemu immunologicznego, czyli adap-
tacji.

Na poczatku losujemy populacje detektoréw. Najlepsze z nich majg okazje sie rozmnozyé, najczesciej proporcjo-

nalnie do dopasowania (dwa razy lepiej dopasowany z dwich detektor6w bedzie mial dwa razy wiecej potomkdw
od drugiego).

Podczas rozmnazania detektoréw dochodzi do hipermutacji — znacznej zmiany cech wplywajacej na dopasowanie
detektora do patogenu.

Nowe pokolenie ponownie podlega dopasowaniu. Najlepsze z nich zastapiaja obecna pule detektorow.

Caly proces powtarzamy, az do uzyskania satysfakcjonujacych rezultatow.
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W najprostszej wersji zastepowanie starych detektorow nowymi nastepuje losowo. Nie jest to najlepsze wyjscie,
poniewaz mozemy w ten sposéb usunaé¢ dobre rozwiazania. Nie chcemy zawsze pozostawiaé przy zyciu tych
samych (najlepszych) detektoréw, poniewaz zostawaliby$my w minimum lokalnym.

Mozna wprowadzi¢ operator, ktéry rozwiazuje oba problemy.

Rozwazmy detektor o wieku . Jedli jego syn jest od niego gorszy (wzgledem funkcji dopasowania), dostaje wiek
x4 1. Jedli jest lepszy, dostaje nowe zycie (wiek 0).

Wiek jest brany pod uwage przy zastepowaniu starych elementéw nowymi. Zaleznosé jest prosta: im starszy
detektor, tym wieksze prawdopodobienstwo, ze zostanie zastapiony przez nowe pokolenie.



