Siecl heuronowe w
optymalizacjl
Barttomie] Gatkowski



Dlaczego chcielibysmy innego podejscia?

Wady i zalety tradycyjnych systemow obliczeniowych

t atwe Trudne
Szybka arytmetyka Interakcja z rzeczywistymi
zaburzonymi danymi |
adaptacja

\Wykonywanie algorytméw w  (Obliczenia masywnie
doktadnie taki sposaéb jaki rownolegte
zostaty zapisane

Odpornosc¢ na awarie




RoOzne rodzaje neuronow

Granule Ceall
Ditvary
ivary
wdm
auron
i Large
Cwoid Cell Reticar
Formation
Small Aeticular
Formation

e Cell
e
;ﬁz Globus Pallidus
makl Call

Lentiform Mucleus




Inspiracja: jak wyglada prawdziwy neuron

1. First we start with a diagram of a Purkinje cell
dendritic tree, perhaps a millimeter or two in size.
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2. Next the tiny twig is magnified
about 10 more times, and we can see ls ‘
that it has lumpy protrusions.
These are the dendritic spines.
They vast increase the surrface
area available for synaptic contact.

3. If we slice through two of the

dendritic spines, we get a cross-
section of the dendrite. The slice
occurs at thin line.

4. Here is how such a slice would look.
The odd shape is approximately what
would be produced by slicing through
the dendrite and two of the spines.




Jak mozna je opisac




Neuron McCullocha-Pittsa
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Funkcje aktywac|i neuronu

Heavside'a © Funkcja signum  f(x)=1/(1+exp(-gx))



Inne opisy neuronow

* Neurony pamietajgce swoj poprzedni stan:

(t+1)= ZJU J ZkSt r)—T,]

* Neurony analogowe:
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Rodzaje dynamiki sztucznych sieci
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SieC Hopfielda
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SieC Hopfielda w rozpoznawaniu

* Zwykle neurony sg tu dwustanowe
* Funkcja aktywacji Heavsidea

* Regutla Hebba uzywana do nauczenia sieci:

1
A JIJ — F %1‘ %j . 7
N — liczba neuronow
1 < P — liczba wzorcow
Jij _F; El-%j J — macierz wag



Jak przebiega przyktadowe odpytanie sieci Hopfielda

Macierz J polagczen miedzy neuronami ma postac:

Neuron 1 Neuron 2 Neuron 3 Neuron 4
Neuron 1 0 -1 1 -1
Neuron 2 -1 0 -1 1
Neuron 3 1 -1 0 -1
Neuron 4 -1 1 -1 0

Jesli przedstawimy takiej sieci wzorzec: N1=0(-1+-1)=0
§=0101 N2=00+1)=1

N3= O(-1+-1)=0
N4=0(1+0)=1

to mowimy ze rozpoznaje jesli ustabilizuje sie w stanie bedgcym wzorcem



Otrzymywanie macierzy J

* Nasz wzorzec ¢ = [0,1,0,1] przedstawiamy w
postaci binormalnej ¢ = [-1,1,-1,1] i
wykorzystujemy wspomniany wzor:
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Jak uzycC sieci Hopfielda do TSP

* Mozemy stworzyc sieC o N2 neuronach

* Neuron Nia jest wzbudzony tylko wtedy gdy i-te
miasto jest na a-tym miejscu w cyklu

* Odleglosci podaje sie jako wagi polgczen miedzy
neuronami: dij = Jijab



Pomyst na sieC Kohonena

2-dimensional
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Rozwigzywanie TSP za pomocg sieci Kohonena

* W naszym problemie komiwojazera n miast ma
losowe wspothrzedne z przedziatu (0,1)

* Sie¢ ma dwa neurony wejsciowe dla kazde]
wspoirzednej miasta

* Neurony wyjsciowe tworzg pierscien i kazdy ma
dwie wartosci (wx,wy) w wyniku podania
wspotrzednych zwraca o = (wx,wy) * (X,y)



Rozwigzywanie TSP za pomoca sieci Kohonena




Algorytm

1. Ustaw wagi neuronow na losowe wartosci (0,1)

2.Wybierz losowe miasto ¢ i podaj jego wspotrzedne do
neuronow wejsciowych

3.7Znajdz neuron wyjsciowy ktory zwraca najwieksza
wartosc poddaj jego i jego sgsiadow treningowi:

w=w+a(E—w,) Vi:D(i,m)<d

4.Uaktualni parametry d oraz o
5. Wroc do kroku 2



Usprawnienia

* Poczatkowe ustawienie neuronow wyjsciowych
tworzy okrag

* Wartosc d i a maleje wykiadniczo z
wspotczynnikiem p = 0.995

* Neuronow jest dwa razy wiecej niz miast
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