Bartlomiej Gatkowski 19.06.2011

Sieci neuronowe w problemach optymalizacyjnych

Historia sieci neuronowych rozpoczyna sie w XIX w gdy podjeto pierwsze proby zrozumienia
ludzkiego mozgu. W 1890 William James opublikowal pierwsza ksigzke o wzorcach aktywnosci
mozgu. Natomiast juz w 1943 Warren McCulloch i Walter Pitts opracowali model neuronu ktory
uzywany jest z powodzeniem w sztucznych sieciach neuronowych do dzis. Najprostsze reguty
uczenia zostalty omowione w1949 w ,, The Organization of Behavior”. Pierwsza dzialajaca sztuczna
sie¢ neuronowa zostata stworzona w 1951 przez Marvina Minskiego na University of Princeton.
Prosta dwuwarstwowa sie¢ Perceptron do rozpoznawania znakow zostata stworzona w 1958. Dwa
lata pdzniej jej tworca Frank Rosenblatt opisat ja w ,,Principles of Neurodynamics”. Gwattowny
wzrost zainteresowania i publikacji rozpoczat sie po 1986 gdy w ksiazce ,,Learning Internal
Representation by Error Propagation” opisano algorytm propagacji wstecznej.

Sztuczne sieci neuronowe starajq sie wzorowac na dziatajagcych w mézgu sieciach. Jako takie
scharakteryzowane sa poprzez opis neuronu oraz sie¢ potaczen miedzy nimi. Jednym z
najprostszych opisow neuronow stanowit model McCullocha-Pittsa. Opisany ponizej

=1 . . .
Oi(t): f[hi(t)_Ti] hi(t)=z J,.joj(t—l) gdzie o,i(t_l) jest stanem j-tego neuronu w
chwili wczesniejszej t-1, J;; - silg polaczenia synaptycznego miedzy i-tym a j-tym neuronem.

f - funkcja aktywacji neuronu, h(t) - jest nazywane polem lokalnym dzialajacym na i-ty
neuron w chwili t.

Tak skonstruowane neurony mozna tgczy¢ np. w kliki otrzymujac sieci Hopfielda z powodzeniem
uzywane do zagadnien optymalizacyjnych. W mojej natomiast prezentacji pokazatem uzycie samo
organizujqcych sie sieci Kohonena do rozwigzania zagadnienia komiwojazera. Zdefiniowane jest
ono jak nastepuje. Dane sq miasta o wspotrzednych z przedziatu [0,1]. Mamy stworzy¢ cykl
przechodzacy przez kazde miasto jeden raz, o jak najmniejszej catkowitej dlugosci euklidesowe;j.
Do rozwigzania tego zagadnienia uzywamy sieci ktorej graf wyglada jak na rysunku:



Neurony wejsciowe na rysunku oznaczone x oraz y otrzymujq na wejsciu odpowiednio pierwszg i
druga wspotrzedna miast z problemu. Sq one potaczone z kazdym z neuronéw pierscienia
(wyjsciowych). Przekazujg swe wartosci wejSciowe kazdemu neuronowi wyjsciowemu. Z kazdym
neuronem z pierscienia skojarzone sg dwie wartosci W, , W,  Stanowiq one wartos¢ wyjsciowa
tego neuronu. Algorytm ich modyfikacji przedstawiony jest ponizej
Ustaw wspotczynniki W, , W, nalosowe wartosSci z przedziatu [0,1].
Wybierz losowo miasto W z zbioru wszystkich miast.
Wybierz neuron N ktérego wspohrzedne (w,,w y) sg najblizej miasta W .
Dla kazdego neuronu K z pierScienia:
Zmodyfikuj wspétrzedne neuronu K wedlug reguly

w.=w +a-dist(K,N)(W,—w,) oraz w, =w, +o-dist (K, N)-(Wy—wy) gdzie

W, oraz W, to pierwsza i druga wspéhzedna miasta W ,

w, i w, towspotczynniki neuronu,

o. to malejacy wspotczynnik proporcjonalny

dist(K,N) to odlegto$¢ neuronébw K od N .
5. Jesli nie zostat stworzony cykl z kolejnych neuronéw przeskocz do kroku 2.

LN

Wspotczynnik o a takze odlegtos¢  dist (K,N) malejez kazdym przebiegiem petli i jest
obliczana jako:

©=0,995 0 LK. ] 0=0,9950 gdzie IK,N| to odleglos¢ euklidesowa

dist(K,N)=e *
neuronu K od N na okregu (zakladajac rownomierne rozmieszczenie neuronéw wyjsciowych
na okregu).

Poczatkowe wartosci o i 0 zostaly dobrane doswiadczalnie.
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