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Woprowadzenie

Drzewo przestrzeni stanéw
Ogdlnie o metodzie podziatu i ograniczen

Drzewo przestrzeni standéw

@ reprezentuje przestrzen
rozwigzan

@ kazdy wierzchotek
reprezentuje stan algorytmu

@ algorytm rozpoczyna w
korzeniu drzewa i
przechodzac drzewo
konstruuje rozwigzanie

Wada: wyktadniczy rozmiar drzewa
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Woprowadzenie

Drzewo przestrzeni stanéw
Ogdlnie o metodzie podziatu i ograniczen

Metoda podziatu i ograniczen

@ dobrze bytoby wiec “przyciagé”
drzewo, zeby nie przegladac go
catego

@ wyliczamy ograniczenia na
warto$¢ rozwigzania, ktére
mozemy uzyskaé z potomkéw
danego wezta

@ pamietamy najlepsze dotychczas
znalezione rozwigzanie

@ mozemy dzieki temu dzieli¢
(przycinad) drzewo przestrzeni
poszukiwan i przegladaé tylko
obiecujace obszary
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Woprowadzenie
Drzewo przestrzeni stanéw
Ogdlnie o metodzie podziatu i ograniczen

Granice oraz wezty obiecujace i nieobiecujace

Granica

Liczba ta jest ograniczeniem wartosci rozwiazania jakie mozna
uzyskaé dzieki rozwinieciu danego wezta (przegladaniu jego
potomkéw)

Wezet obiecujacy

Wezet jest obiecujacy jesli jego granica jest lepsza niz wartos$é
najlepszego znalezionego do tej pory rozwiazania

Wezet nieobiecujacy

Wartos$¢ jego granicy jest gorsza od wartosci najlepszego
znalezionego do tej pory rozwiazania
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Woprowadzenie
Drzewo przestrzeni stanéw
Ogdlnie o metodzie podziatu i ograniczen

Sktadowe metody podziatu i ograniczen

Algorytm korzystajacy z metody podziatu i ograniczen musi
zapewni¢ dwa elementy:

© funkcje obliczajaca granice, ktéra potrafi dla
rozwigzywanego problemu wyznaczy¢ granice najlepszego
rozwigzania jakie mozna otrzymac z poddrzewa danego wezta

@ strategie odwiedzania wierzchotkéw w drzewie przestrzeni
stanéw, gdyz ma ona istotny wptyw na szybko$¢ znalezienia
rozwigzania
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Woprowadzenie
Drzewo przestrzeni stanéw
Ogdlnie o metodzie podziatu i ograniczen

Dwie strategie

Zobaczymy dwie strategie przegladania wierzchotkéw:
@ przeszukiwanie wszerz

@ przeszukiwanie typu najpierw najlepszy
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Przeszukiwanie wszerz
Problem plecakowy 0-1
Algorytm

Przeszukiwanie wszerz

Przeszukiwanie wszerz

initialize( Q)
v < korzen drzewa
odwiedzZ v

enqueue(Q, v)
while lempty(Q) do /\

v « dequeue(Q) i

2)
for all dzieci u wierzchotka v do /{ \
odwiedz u <

enqueue(Q, u)
end for
end while
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Przeszukiwanie wszerz
Problem plecakowy 0-1
Algorytm

Przeszukiwanie wszerz

Problem plecakowy 0-1

@ mamy n przedmiotéw o podanej wadze i wartosci
@ waga i wartos¢ sa liczbami catkowitymi dodatnimi
@ mamy podana dodatnia liczbe W

Problem: znalez¢ zbiér przedmiotéw o maksymalnej wartosci
sumarycznej ktérych suma wag nie przekracza W

Przyktad

/ ‘ Pi ‘ Wi %
n_ 1[40zt | 2 | 20 zt
N 2130zt| 5| 6zt
4 =89 3|50zt 10| 5zt
4

10zt | 5 2 zt
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Przeszukiwanie wszerz
Problem plecakowy 0-1
Algorytm

Przeszukiwanie wszerz

Przyktad - Problem plecakowy 0-1

@ przechowujemy zmienna maxprofit pamietajaca najwyzszy
zysk do tej pory znaleziony

o dla kazdego wezta przechowujemy wartosci
e weight - waga catkowita przedmiotéw w wezle
o profit - catkowita warto$¢ przedmiotéw w wezle

o totweight - waga przedmiotéw po dodaniu nastepnych
elementéw (przydatne przy obliczaniu granicy)

e bound - gérna granica zysku jaka mozemy osiagnaé ponizej
tego wezta
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. . Przeszukiwanie wszerz
Przeszukiwanie wszerz
Prob plecakowy 0-1

Algorytm

Problem plecakowy 0-1 - Obliczanie granicy

@ inicjujemy zmienne totweight <« weight oraz bound « profit

@ zachfannie zbieramy przedmioty dodajac ich wagi i wartosci
odpowiednio do zmiennych totweight i bound

© robimy to do momentu az natrafimy na przedmiot, ktoéry
spowoduje ze totweight przekroczy W

@ zabieramy tylko cze$¢ tego elementu, zeby nie przekroczyé W

© dodajemy zysk odpowiednio przeskalowany do zmiennej bound
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Przeszukiwanie wszerz
Prob plecakowy 0-1
Algorytm

Przeszukiwanie wszerz

Problem plecakowy 0-1 - Obliczanie granicy

Jezeli wezet przepetniajacy znajduje sie na poziomie 7, a wezet
przepetniajacy znajduje sie na poziomie k to:

k—1
totweight = weight + Z w;
j=i+1
k—1 p
bound = | profit + Z + (W — totweight) x LS
e Wk
j=i+1
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Przesz
Proble
Algorytm

Przeszukiwanie wszerz

Algorytm

initialize( Q)
v < korzen drzewa (drzewo w aplikacji istnieje niejawnie)
enqueue(Q, v)
best « value(v)
while 'empty(Q) do
v «— dequeue(Q)
for all kazde dziecko u wezta v do
if value(u) lepsza od best then
best «— value(u)
end if
if bound(u) jest lepsza od best then
enqueue(Q, u)
end if
end for
end while
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Problem plecakowy 0-1
Algorytm

Przeszukiwanie typu najpierw najlepszy
YP P Jiepszy Problem komiwojazera

Przeszukiwanie typu najpierw najlepszy

@ Strategia przeszukiwania wszerz nie ma zadnych dodatkowych
zalet w poréwnaniu z przeszukiwaniem w gtab (w metodzie z
powrotami)

@ mozemy po odwiedzeniu wszystkich bezposrednich dzieci
danego wezta przeanalizowaé wszystkie nierozwiniete jeszcze
obiecujace wezty i wybraé najlepszy z nich jako nastepny do
rozwijania
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Problem plecakowy 0-1
Algorytm

Przeszukiwanie typu najpierw najlepszy Problem kom

przedmiot 1 (40 zt / 2)

maxprofit = 0
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Problem plecakowy 0-1
Algorytm
Problem kom

Przeszukiwanie typu najpierw najlepszy

przedmiot 1 (40 zt / 2)

maxprofit = 40
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Problem plecakowy 0-1
Algorytm
Problem komi azera

Przeszukiwanie typu najpierw najlepszy

ya N
/ 0zt
[ o )
/\\ B /wbt : (40 ’ / 2)
Yy - N ~— y - N
/ a0zt O\ /oozt
C 2 o
\ 1152zt / \ 82zt /
AN J . 4

przedmiot 2 (30 zt / 5)

maxprofit = 40
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Problem plecakowy 0-1
Algorytm

Przeszukiwanie typu najpierw najlepszy
Y P J'epsz) Problem komi azera

ya N
/ 0zt
[ o )
‘\\ 115 z+ /wiot 1(40zt/ 2)

~— y N

/ 0zt

[ o

\ 82zt /

\ 4

przedmiot 2 (30 zt / 5)

maxprofit = 70
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Problem plecakowy 0-1
Algorytm

Przeszukiwanie typu najpierw najlepszy
Y P J'epsz) Problem komi azera

ya N
/ 0zt
[ o )
/\\ B /wbt : (40 ’ / 2)
Yy - N ~ y’ - N
/ a0zt O\ /ooz
‘ [ o
\ 82zt /
N 4

przedmiot 2 (30 zt / 5)

przedmiot 3 (50 zt / 10)

maxprofit = 70
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Problem plecakowy 0-1
Algorytm

Przeszukiwanie typu najpierw najlepszy
Y P J'epsz) Problem komi azera

ya N
/ 0zt
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przedmiot 2 (30 zt / 5)

przedmiot 3 (50 zt / 10)

maxprofit = 70
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Problem plecakowy 0-1
Algorytm

Przeszukiwanie typu najpierw najlepszy
Y P J'epsz) Problem komi azera

ya N
/ 0zt
[ o )
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przedmiot 2 (30 zt / 5)
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y N P T \

maxprofit = 70
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Problem plecakowy 0-1
Algorytm
Problem komi azera

Przeszukiwanie typu najpierw najlepszy
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Problem plecakowy 0-1
Algorytm
Problem komi azera

Przeszukiwanie typu najpierw najlepszy
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Problem plecakowy 0-1
Algorytm

Przeszukiwanie typu najpierw najlepszy
Y P J'epsz) Problem komi azera
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Problem plecakowy 0-1
Algorytm

Przeszukiwanie typu najpierw najlepszy
Y P J'epsz) Problem komi azera

ya N
/ ozt
(o )
/\\ 115 zt /wiot 1(402zt/2)
/ \ T / -
/ \ /oo N\
1 | o )
115zt f \ 82zt /
- J o N /
o \/ N —
S/ 40zt przedmiot 2 (30 zt / 5)
£ 2
<
/ \ przedmiot 3 (50 zt / 10)
,/” S x\k ,/" T \\\
/ / 00zt \ / a0zt 0\
(17 (7 [ 12 (2
o0zt / . 80zt / 98zt / \_ 50zt
\u\ L ,// \\ . /,m/ N . J \\\ .
/ \ przedmiot 4 (50 zt / 10)
/100 2t \ / o0zt
maxprofit = 90 ( 17 | | 12 |
. 0zt 90 zt
. / A 4

Mateusz tyczek Metoda podziatu i ograniczen 14 /27



Problem plecakowy 0-1
Algorytm

Przeszukiwanie typu najpierw najlepszy
Y P J'epsz) Problem komi azera
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Problem plecakowy 0-1
Algorytm

Przeszukiwanie typu najpierw najlepszy
YP P Jiepszy Problem komiwojazera

Najpierw najlepszy

e sprawdziliémy tylko 11 weztéw (o 6 mniej niz w przypadku
przeszukiwania wszerz)

@ ta strategia szybciej kieruje sie do optymalnego rozwigzania

@ nie ma gwarangji, ze wezet ktéry wyglada na najlepszy da w
wyniku optymalne rozwigzanie (przyktad wyzej)
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Problem plec
Algorytm

Przeszukiwanie typu najpierw najlepszy
YP P Jiepszy Problem komiwojazera

Algorytm

initia/ize(Q) (kolejka priorytetowa)
v < korzen drzewa (drzewo istnieje niejawnie)
best «— value(v)
insert(Q, v)
while !lempty(Q) do
v < remove(Q)
if bound(v) jest lepszy od best then
for all dziecko u wezta v do
if value(u) jest lepsza od best then
best «— value(u)
end if
if bound(u) jest lepsza od best then
insert(Q, u)
end if
end for
end if
end while
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Problem plecakowy 0-1
Przeszukiwanie typu najpierw najlepszy Algorytm
P it U 'epszy Problem komiwojazera

Problem komiwojazera

e mamy graf petny skierowany G = (V,E;w), |V| =n
@ w okresla wage krawedzi (odlegtos¢)

Problem: znalez¢ cykl Hamiltona o najmniejszej wadze w G

0 14 4 10 20
14 0 7 8 7
4 5 0 7 16
11 7 9 0 2
18 7 17 4 0
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Problem plecakowy 0-1
Algorytm

Przeszukiwanie typu najpierw najlepszy Preafsliem [eveERaE

Problem komiwojazera

Naturalnym drzewem przestrzeni standéw bedzie drzewo ktére:
e w korzeniu mamy $ciezke dtugosci 1 (miasto poczatkowe)

@ na pierwszym poziomie testujemy wszystkie Sciezki o dtugosci
2 (doktadajac do miasta poczatkowego po kolei kazde z jego
sasiadéw)

@ na kolejnych poziomach dodajemy kolejne miasto do Sciezki

@ w lisciach znajduja sie Sciezki dtugosci n — 1, bo ostatnie
miasto jest juz wtedy jednoznacznie okreslone
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Problem plecakowy 0-1
Algorytm

Przeszukiwanie typu najpierw najlepszy Preafsliem [eveERaE

Problem komiwojazera - granica

jest Sciezka w obecnym wezle
Zauwazmy, ze:

@ dtugos¢ trasy nie moze by¢ krétsza niz suma minimalnych
dtugosci krawedzi wychodzacych z kazdego wierzchotka

@ minimalng dtugos¢ krawedzi wychodzacych z wierzchotka i
mozemy wyznaczy¢ przegladajac i-ty wiersz macierzy
sgsiedztwa
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Problem pleca y 0-1
Algorytm

Przeszukiwanie typu najpierw najlepszy Preafsliem [eveERaE

Problem komiwojazera - granica - przyktad

dla korzenia dla wierzchotka z trasg [1, 2]
vi : min(14,4,10,20) = 4 v @ 14

v : min(14,7,8,7) =7 vo 1 min(7,8,7) =7

vz : min(4,5,7,16) = 4 vz : min(4,7,16) = 4

va 1 min(11,7,9,2) =2 va : min(11,9,2) =2

vs : min(18,7,17,4) = 4 vs : min(18,17,4) = 4

granica=4+7+44+2+4=21 granica=14+7+4+2+4=31
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Problem plecakowy 0-1
Algorytm

Przeszukiwanie typu najpierw najlepszy Preafsliem [eveERaE

Problem komiwojazera - algorytm

@ zmienna minlength inicjujemy jako oo

e aktualizujemy ja tylko jak dojdziemy do liscia (bo tylko tam
mozemy obliczy¢ dtugos$é catej trasy)

@ nie obliczamy wiec granic dla lici tylko dtugo$¢ trasy
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Problem komiwo
Kilka funkcji obl
Obliczanie granicy

Obliczanie granicy

o funkcja obliczajaca granice jest “sercem” metody podziatu i
ograniczen

@ od jej jakosci zalezy szybkos¢ dziatania algorytmu

@ obliczane granice powinny by¢ jak najblizsze optymalnej
wartosci dla pod probleméw

@ czesto istnieje wiele sposobdw na obliczenie granicy

Mateusz tyczek Metoda podziatu i ograniczen 22/27



Problem komiwojazera na granica
Kilka funkcji obliczaj granice
Obliczanie granicy

Problem komiwojazera - inna granica

Mozemy zauwazyé, ze do kazdego wierzchotka wchodzi i wychodzi
sie dokfadnie raz, dlatego:

o dla kazdej krawedzi potowe jej wagi skojarzamy z
wierzchotkiem z ktérego wychodzi, a druga potowe z
wierzchotkiem do ktérego wchodzi

o dlatego dla kazdego wierzchotka obliczamy minimalny koszt
jego odwiedzenia jako sume potowy minimalnych kosztéw
wejscia i wyjscia z niego

@ minimalny koszt wejscia do i-tego wierzchotka obliczamy
wyznaczajac minimum z j-tej kolumny

@ minimalny koszt wyjscia z i-tego wierzchotka obliczamy
wyznaczajac minimum z j-tego wiersza
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Problem komiwojaze na granica
Kilka funkcji obliczaja: granice
Obliczanie granicy

Problem komiwojazera - inna granica - przyktad

Wyznaczamy poczatkowa granice trasy.

Obliczamy minimalny koszt odwiedzenia wierzchotka vs:

min(14,5,7,7) + min(14,7,8,7)
2
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Problem komiwojazera - inna granica
Kilka funkgji obliczajacych granice
Obliczanie granicy

Kilka funkcji obliczajacych granice

e czasami (tak jak w przypadku problemu komiwojazera)
mozemy wyznaczy¢ kilka funkcji obliczajacych granice

@ mozemy oblicza¢ wszystkie granice dla kazdego wezta i brac¢
pod uwage najlepsza z nich

@ nie zawsze daje to efekty ze wzgledu na koszty obliczania
granic
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Problem komiwojazera - inna granica
Kilka funkgji obliczajacych granice
Obliczanie granicy

Bibliografia

[@ Neapolitan R., Naimipour K.:
Podstawy algorytméw z przyktadami w C++ (rozdziat 6.)
2004

[4 Jens Clausen:
Branch and Bound Algorithms - Principles and Examples

1999

Mateusz tyczek Metoda podziatu i ograniczen 26 /27



oblem komiwojazera - inna
Kilka funkgji obliczajacych granice

Obliczanie granicy

Dziekuje za uwage
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