Algorytmy
z
powrotami

ndrzej

Wstep

Algorytmy z powrotami

Andrzej Kasiewicz

17 marca 2011



N-Queens w haskellu

Algorytmy
z
powrotami

Andrzej

queens 0 = [[1]
queens n = [ x : y | y <- queens (n-1),
x <- [1..boardSize], safe x y 1]
safe x [1 n = True
safe x (c:y) n =and [ x /=¢c, x /= c + n,
x /= c - n, safe x y (n+1)]
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Jakie problemy beda nas interesowac?
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Algorytmy z powrotami sg wykorzystywane do rozwigzywania
problemow, w ktérych z okreslonego zbioru jest wybierana
sekwencya obiektow tak, aby spetniata ona okreslone
kryteria.




Drzewo przestrzeni stanow
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Przeszukiwanie drzewa w glab
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Przycinanie
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Ogolny zarys algorytmow
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Andraej void checknode (node v)

node u;
Idea
algorytmow
z . ..
powrotami if (pr0m131ng(v) )

if (istnieje rozwigzanie dla v)
drukuj rozwigzanie;
else
for (each child u of v)
checknode (u) ;




Problem n-hetmanéw
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Jak zdefiniowaé¢ problem?
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Pierwsze podejicie dla problemu n-krélowych:
m sekwencja - ciag n pozycji na ktérych znajda sie
krolowe.
m zbidr - wszystkie pola na planszy.

- m kryteria - krolowe sa w réznych miejscach. Krélowe sie
n-hetmanéw . . . I
wzajemnie nie szachujg.




Jak zdefiniowaé¢ problem?
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Lepsze podejsécie dla problemu n-krélowych:
m sekwencja - ciag n liczb odpowiadajacy miejscom
krolowych w kolejnych wierszach.
m zbior - liczby od 1 do n.

Problem

o e m kryteria - krolowe sie wzajemnie nie szachujg.




Jak przycina¢?
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Wstawiajac kolejnego hetmana sprawdzié¢ czy nie szachuje on
poprzednich. Zal6zmy, ze sprawdzamy hetmanéw z wierszy i
oraz k. Szachuja sie gdy zajdzie jeden z warunkdow:

Andrzej

mi=k

m col(i) = col(k)

m— m col(i) —col(k) =i —k

R = col() — col(k) =k — ¢

Poniewaz hetmanéw wstawiamy do kolejnych wierszy
pierwszy warunek nigdy nie zajdzie. Jezeli wiemy ze ¢ > k to
ostatnie dwa warunki mozna skrécié¢ do

abs(col(i) — col(k)) =i — k.



Implementacja czesé 1
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Andrzej {
Kasie «

index j;

if (promising (i)) {

if (1 == n)
cout << col[1] through col[n];
else
Problem 5
n-hetmanéw for (J = 1; J <= n; j++){

col [i+1] = j;
queens (i+1);

by



Implementacja czesé 2
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void promising (index i)
{

index k = 1;

bool switch = true;

Andrzej

while(k < 1 && switch){
if(col[il==col[k] || abs (col[il-col[k])==i-k)
e switch = false;

return switch;



Skuteczno$¢ przycinania
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Bez przycinania n! Z przycinaniem

4 341 24 61
8 19173 961 40 320 15721
12 9,73 % 102 4,79 % 108 1,01 % 107

14 1,20 % 1016 8,72 % 1010 3,78 % 108




Problem sumy podzbioru
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Majgce dany zbior liczb catkowitych oraz liczbe s rozstrzygnad,
czy istnieje niepusty jego podzbior sumujgcy sie do s.




Drzewo przestrzeni stanow
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Przycinanie
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Nie zakltadajac niczego o kolejnodci rozpatrywania
elementéw, mozemy przyciaé¢ gdy:
m Suma wzietych juz elementéw jest wieksza od docelowe].
m Osiggnelismy docelowa sume. Dalsze przeszukiwanie tej
gatezi nie ma sensu wiec tylko zwracamy wynik.
m Wriecie w danym momencie wszystkich
nierozpatrywanych jeszcze elementéw nie pozwoli na
osiagniecie sumy docelowej.
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Ale jezeli posortujemy rozpatrywane elementy rosnaco,
mozemy przycina¢ gdy:

m Wziecie nastepnego elementu przekroczy sume docelowa.

m Wrziecie w danym momencie wszystkich
nierozpatrywanych jeszcze elementéw nie pozwoli na
Fraiiiers osiaggniecie sumy docelowej.

podzbioru



Przyktad: Drzewo bez przycinania
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Rysunek: wy =3, wy =4, wy =5, w; =6, W =13



Przyktad: Drzewo po prostym przycinaniu
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Rysunek: wy =3, wy =4, wy =5, w; =6, W =13



Przyktad: Drzewo po ulepszonym przycinaniu
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Rysunek: wy =3, wy =4, wy =5, w; =6, W =13
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Algorytmy z powrotami dla problemoéow

optymalizacyjnych
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Jest to problem optymalizacyjny, bedziemy szukaé
najlepszego rozwiazania dopuszczalnego.

Andrzej

void checknode (node v)

{

node u;

if (promising(v))
if (v jest lepsze od best)
best = v;
else
for (each child u of v)
checknode (u) ;

Problem
plecakowy
0-1



Konstrukcja algorytmu
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Dwie mozliwosci:
m Zmodyfikowa¢ algorytm dla sumy podzbioru. Elementy
beda sprawdzane w kolejnodci niemalejacych ciezardw.

m Posortowa¢ malejaco elementy wedtug wartosci p; /w;.
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Mozemy przycinaé gdy:
m Suma ciezaréw wzietych elementow jest wieksza od
pojemnosci plecaka.
m Gorna granica zysku, jaki moze zosta¢ uzyskany ponizej
sprawdzanego wezta nie pozwoli na polepszenie
aktualnie znalezionego najlepszego wyniku.



Liczenie gornej granicy zysku
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Aby policzy¢ gorng granice zysku:
m Upychamy plecak zachtannie az do momentu gdy
kolejny element juz sie nie bedzie miedcit.
m Dodajemy utamek wartosci kolejuego elementu
odpowiadajacy utamkowi wagi, ktéra sie miesci w
plecaku.

Problem
plecakowy
0-1




Przyciete drzewo
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Rysunek: wy = 2kg, p1 = 408, we = 5kg, p2 = 30$, w3 = 10kg,
ps = 508, wy = 5kg, ps = 103



Zmierzone wyniki
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5 12 29
10 30 71
20 71 263

50 216 597

100 603 1931
200 1226 3391
500 4257 10975
1000 12494 31459
2000 29977 77117

Tabela: Liczby odwiedzonych weztéw dla losowo wygenerowanych
probleméw.



Inne problemy
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Innymi znanymi problemami dla ktérych tatwo napisac¢
algorytm z powrotami:

m kolorowanie grafu

m cykl hamiltona

Tnne
problemy



Szacowanie ztozonosci algorytmow
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Mozliwe metody:
m Standardowe liczenie ztozonodci obliczeniowe;.

m Szacowanie wydajnosci algorytmem Monte Carlo

Szacowanie
ztozonosci
algorytmow



Kiedy mozna uzy¢ Monte Carlo?
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m We wszystkich weztach na tym samym poziomie drzewa
stanéw powinna by¢ uzywana ta sama funkcja
okreslajaca, czy wezel jest obiecujacy.

m Wezly na tym samym poziomie w drzewie przestrzeni
standéw musza mieé¢ taksa sama liczbe potomkow.

Szacowanie
zlozonosci
algorytmow



Monte Carlo
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m my - liczba obiecujacych potomkéw korzenia

m Wylosuj jeden z obiecujacych potomkéw korzenia. Niech
m1 bedzie liczbg jego obiecujacych potomkow.

m Wylosuj jeden z obiecujacych potomkéw wezta z
poprzedniego kroku. Niech mo bedzie liczbg jego
obiecujacych potomkow.

n ...

Algorytm dziata dopoki wylosowany wezel nie ma
obiecujacych potomkdw.

Szacowanie
ztozonosci
algorytmow



Monte Carlo
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Niech:
t; - catkowita liczba potomkéw wezla na poziomie i.
Wynik oszacowania ztozonosci to:

1 +tg + mot1 + momyte + ... + momy...m;—1t; + ...

Algorytm najlepiej uruchamia¢ wielokrotnie usredniajac
otrzymywane wyniki.

Szacowanie
zlozono¢
algorytmow



Koniec

Dzickuje za uwage



	Wstep
	Idea algorytmów z powrotami
	Konstrukcja algorytmów
	Problem n-hetmanów
	Problem sumy podzbioru
	Problem plecakowy 0-1
	Inne problemy

	Szacowanie złozonosci algorytmów
	Koniec

