Calkowanie przez podstawianie 1 dwa zadania

Antoni Koscielski

1 Funkcje dwéch zmiennych i podstawianie

Dla funkcji dwoch zmiennych zachodzi nastepujacy wzoér na catkowanie przez pod-
stawianie:
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gdzie
iR = R? oraz pla,b) = (v(a,b), y(a,b))

jest pewnym przeksztalceniem plaszczyzny R? w siebie, spetniajacym diugy liste
zatozen, p(P) = {(z(a,b),y(a,b)) € R* : (a,b) € P} jest obrazem zbioru P
wyznaczonym przez przeksztalcenie ¢, a
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jest jakobianem przeksztatcenia ¢, czyli wyznacznikiem (funkcyjnej w ogdlnym
przypadku) macierzy pochodnych sktadowych przeksztalcenia ¢, czyli

_ dz(a,b)
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= pochodna z(a, b) ze wzgledu na a przy ustalonym b
itd. Zauwazmy jeszcze, ze |¢'(a,b)| to warto$é bezwzgledna jakobianu.

Wiérod zatozen gwarantujacych prawdziwo$é wzoru na catkowanie przez pod-
stawiania, oprocz wymagan ,regularnosci” podstawienia i wykonalnosci potrzeb-
nych operacji (np. istnienia pochodnych wystepujacych w jakobianie), jest tez za-
tozenie o réznowartosciowosci podstawienia .

Na wyktadzie z rachunku prawdopodobienstwa i statystyki, twierdzenie o cal-
kowaniu przez podstawianie jest przyjmowane jako rzecz dana, uzasadniona wcze-
Sniej.

2 Calka Poissona i zadanie 2 z listy 8

2.1 Plan rozwigzania
W zadaniu 2 z listy 8 nalezy obliczy¢ catke Poissona (7)
I = / e Tdx

(lub réwnowazna catke od 0 do oo z tej samej funkeji). Sens tego zadania polega
na weryfikacji znanego wzoru, prezentacji metody obliczania catek tego rodzaju,



waznych, ale zwykle trudnych do wyliczenia, wymagajacych pomystowych sposo-
béw, a zwtaszcza na kolejnym ¢wiczeniu stosowania wzoru na calkowanie przez
podstawianie.

Zamiast wyzej podanej catki bedziemy liczy¢ jej kwadrat
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Liczac bedziemy korzystaé z wzoru (1) na catkowanie przez podstawianie w sposob
odwrotny niz zwykte, ,komplikujac” (pozornie) wyrazenie, biorac
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Bedziemy stara¢ sie¢ dobra¢ P tak, aby ¢(P) = R% W ten sposdb prawa strona
wzoru (1) bedzie interesujaca nas catka.
Podstawienie bedzie polega¢ na zamianie wspotrzednych biegunowych na kar-
tezjanskie, a wigc bedzie dane wzorami

o(r,0) = (x(r,0),y(r,0)), gdzie z(r,0) =rcosf i y=rsinb.
Latwo wyliczy¢ jakobian podstawienia ¢
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Poniewaz ¢(P) ma by¢ zbiorem wszystkich mozliwych wspéhrzednych kar-
tezjanskich, za P mozna wzia¢ zbior wszystkich mozliwych wspétrzednych bie-
gunowych, czyli chcieliby$my przyja¢ P = [0,00) x [0,27). Oczywiscie, mamy
©(P) € R? (nawet dla dowolnego P). Zawieranie przeciwne jest znane i latwo
si¢ je uzasadnia. Dla dowolnej pary (z,y) € R? bierzemy r = /22 + y2. Liczbe 0
znajdujemy rozwigzujac uktad réwnan trygonometrycznych

‘ = r(cos® 0 +sin®0) = r.

x
cosf) = ———. sinf = y
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Z ogblnej teorii takich rownan, ktéra powinna by¢ znana ze szkoty sredniej (lub
lepiej, z wtasnosci Darboux, ktora powinna by¢ znana z podstawowego wyktadu z
analizy matematycznej), otrzymujemy, ze ten uktad réwnan ma rozwiazanie 6, dla
ktorego mamy o(r,60) = (z,y). To dowodzi réwnosci ¢(P) = R?.
Podstawiajac wszystkie powyzsze ustalenia do wzoru (1) otrzymujemy

// dxdy = // SRl - |rldrdd = // -5 |r|drdf.

Jest jeszcze drobne pytanie, czy te réwnosci na pewno sa prawdziwe.

Zauwazmy, ze jezeli zamiast P wezmiemy P’ = [0,00) X [0,47), to wlasciwie
wszystko, co do tej pory zostato powiedziane, pozostanie prawdziwe. 7 drugiej
strony, catka po prawej stronie powyzszego wzoru dla P’ (zamiast P) bedzie dwa
razy wieksza, a to raczej nie powinno mie¢ miejsca. Proponuje teraz ponowne
przejrzenie powyzszego tekstu w poszukiwaniu usterek, ktore moga mie¢ wpltyw
na prawdziwos¢ obliczen.

Opisana wyzej sytuacja jest spowodowana tym, ze nie sprawdziliSmy istotnego
zalozenia, jakim jest réznowartosciowosé podstawienia ¢. Na zbiorze P’ przeksztalt-
cenie  nie jest roznowartosciowe, mamy (1, 7) = (1, 37) dla par (1,7),(1,37) €
P'. Co wiecej, tak jest réwniez w wielu innych przypadkach.



Przeksztatcenie ¢ tez nie jest réznowartosciowe na zbiorze P, mamy ¢(0,7) =
©(0,7/2) dla par (0,7),(0,7/2) € P.

Rada jest dalsze zmniejszenie zbioru P. Powinnidmy przyjaé, ze P = (0,00) x
[0,27), lub nawet P = (0,00) x (0,27). Nietrudno sprawdzi¢, ze w pierwszym
przypadku ¢(P) = R*\ {(0,0)}. W drugim — p(P) = {(z,y) € R?: y#0Vz < 0}
jest plaszczyzng R? bez poczatku uktadu wspotrzednych i dodatniej czescu osi x-
OW.

2.2 Rozwigzanie zadania 2 z listy 8

WezZmy podstawienie
o(r,0) = (z(r,0),y(r,0)), gdzie z(r,0) =rcosf i y=rsinb

oraz zbidr
P =(0,00) x [0, 27).

Zauwazmy, ze zachodzi wzor

p(P) =R\ {(0,0)}.

Przystepujemy do obliczenia interesujacej nas catki:
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Uzasadnienie niektorych przejsé:

(1) calka (oznaczona) nie zalezy od wartosci funkcji catkowanej w pojedyrficzym
punkcie,

(2) wynika z twierdzenia o calkowaniu przez podstawianie, x%(r,6) to kwadrat
wartosci x(r, #) podstawianej za z, korzystamy tez z wzoru ¢'(r,0) = r na
jakobian podstawienia o,

(3) przejscie od calki podwdjnej do iterowanej, catkujemy po zbiorze, w ktérym r
przyjmuje wartosci dodatnie, z definicji podstawienia ¢ wynika, ze 2(r, 0) +
2
yi(r.0) =

(4) calkowanie przez podstawianie funkcji jednej zmiennej, podstawiane jest
t(r) =r2

Z przeprowadzonych rachunkéw wynika, ze

[ele] T2
I :/ e zTdx = V2.
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3 Zadanie 1 z listy 7

W zadaniu 1 z listy 7 mamy dwuwymiarowa zmienna losowa (X,Y’), ktéra ma
rozktad jednostajny, o gestosci

f(z,y) =1 dla argumentéw takich, ze 0 < x,y < 1.

Mamy znalezé gesto$é zmiennej Z = X/Y. Rozwiazujac to zadanie tez mozemy
skorzysta¢ z twierdzenia o catkowaniu przez podstawianie. Dziedzing funkcji f
niech bedzie zbior
P={(z,y) e R*:0<z,y<1}.
Najpierw trzeba wymysli¢ podstawienie. Oczywiscie podstawiamy z(x,y) = i
Druga funkcja niech bedzie t(z,y) = y (ta druga funkcja powinna umozliwiaé prze-
prowadzanie tatwych rachunkéw). Bedziemy wiec postugiwaé sie podstawieniem

p:R* = R* oraz p(x,y) = (2(z,y), t(z,y)) = (;y)-

Od razu wyliczmy jakobian

Il
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i znajdzmy ¢(P). Jest to zbior
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Plan rozwiazania jest nastepujacy: najpierw znajdujemy gestos¢ dwuwymia-
rowej zmiennej losowej (Z,T), a nastepnie, postugujac sie znaleziong gestoscia
znajdujemy gesto$¢ zmiennej Z.

Aby w algorytmizowany sposéb wyliczyé¢ gestosé pary zmiennych (Z,T), bie-

rzemy catke
//P f@,y) dedy

(gestosci zmiennych (X,Y')) i catkujemy ja przez podstawianie podstawiajac .
Otrzymujemy w ten sposéb catke z pewnej funkcji g(z,t), ktéra jest gestoscia
dwuwymiarowej zmiennej (Z, 7).

Metoda pierwsza. Biore funkcje f(z,y) i jakos przeksztalcam tak, aby otrzymaé
wyrazenie postaci g(z(z,y), t(x,y))|¢ (z,y)|. Zwykle mnoze i dziele f(x,y) przez
jakobian, a p6ézniej cos kombinuje:

flay) = L0

=y P @Y= gz )t )l @yl

W naszym zadaniu (poniewaz y > 0)
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Stad na mocy twierdzenia o catkowaniu przez podstawianie (wzér (1))

//pf(x’y) dxdy://Pt(%y)-;drdy:/[p(P)tdzdt



i gestoscig zmiennych (Z,T) jest funkcja g(z,t) = t, okreslona na zbiorze ¢(P).

Metoda druga, jeszcze bardziej zalgorytmizowana. Wiedzac, jak zmienne Z i
T zaleza od X 1Y, znajdujemy zaleznos¢ odwrotna, wyrazamy X i Y przez Z
i T. W naszym zadaniu, Y = T1 X = ZT (albo y =t i © = zt). Znajdujemy
wiec podstawienie odwrotne ¢~ '(z,t) = (zt,t). Piszemy ¢'(z,y) dxdy = dzdt, a
stad, po formalnych przeksztatceniach otrzymujemy dxdy = @fl(zm‘fg). Teraz bierzemy
catke

[/ f(@.y) drdy
P

i podstawiamy w niej wyliczone wartosci

//f:vy dxdy—/ fztt Cézftw—// dzldt—// t dzdt

po uwzglednieniu wzoréw na f i ¢’

Aby teraz wyliczy¢ gesto$¢ zmiennej & wystarczy gestos¢ pary (Z, T)) scatkowaé
po t. Aby to zrobié trzeba dobrze wyobrazié¢ sobie zbiér ¢(P) (mozna go sobie
narysowac). Dla caltki z gestosci (Z,T) mamy

1,1 0o i
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Stad dla z € (0, 1] gestosé¢ fz zmiennej Z dana jest wzorem
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a dla pozostalych z — wzorem:
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Ostatecznie, gestoscig zmiennej Z jest funkcja f taka, ze

jezeli 0 < 2z <1
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