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O pewnym zadaniu egzaminacyjnym

Antoni Koscielski

Tresé zadania

Zmienne losowe X1, Xo, ..., X, przyjmuja wartosci dodatnie, sg niezalezne i maja
ten sam rozktad. Dla £ = 1,2, ...n oblicz wartosci oczekiwane
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Rozwigzanie

Jak zwykle, najtrudniej rozwiaza¢ najprostsze zadania. Zadanie to mozna rozwia-
zywalé w nastepujacy sposob:

Krok 1.

Krok 2.

Krok 3.

Krok 4.

Pokazujemy dla j = 1,2,...,n, ze zmienne

X;
i1 X

majg ten sam rozktad.

Jezeli uda nam sie wykonac¢ krok 1, to jako wniosek otrzymyjemy, ze zmienne
te majg te same wartosci oczekiwane, a wiec dla pewnej liczby c i dla j =

1,2,...,n mamy
X
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Liczymy stata c. Oczywiscie zachodza nastepujace rownosci

X, '
-NF —F J —F(ZEVY ) 2 B(1) =1,
j= J=

Stad otrzymujemy, ze ¢ = %

Teraz wystarczy zauwazy¢, ze

P ) 2r(sw) = Sa -

7=1




3 Komentarz

Nietrudno zauwazy¢, ze jezeli co$ budzi watpliwosci, to jest to krok 1. Przepro-
wadzenie pozostalych rachunkéw wymaga jedynie znajomosci wzoru E(X +Y) =
E(X) + E(Y), a wiec zasady, ze warto$¢ oczekiwana sumy zmiennych losowych
jest sumg wartosci oczekiwanych tych zmiennych. Moze trzeba jeszcze zauwazyd,
ze rozktad zmiennej wyznacza jej wartos¢ oczekiwana.

Stwierdzenie z kroku pierwszego wydaje sie dos¢ oczywiste. Czesto jest tak,
ze jezeli wezmiemy rzeczy podobne, zrobimy z nimi to samo, to otrzymamy cos
podobnego. Mogtloby sie wiec wydawac, ze jezeli wezmiemy na przyktad dwie pary
zmiennych losowych X i X, oraz Y] i Ys, pary, ktorych elementy maja ten sam
rozktad, a nastepnie na pierwszych i drugich z tych elementéw wykonamy to sa-
mo przeksztatcenie F', to zmienne F(X1,Y)) oraz F(Xs,Y;) otrzymane w wyniku
tego przeksztalcenia tez powinny mieé¢ ten sam rozktad. Takim przeksztatceniem
mogloby by¢ na przyktad dodawanie zmiennych F(X,Y) = X + Y lub dzielenie
przez sume F(X,Y) = X/(X +Y). Niestety, tego typu stwierdzenia nie zawsze sa
prawdziwe. W zwigzku z tym, jezeli sa prawdziwe, to wymagaja uzasadnienia.

4 Przyklad

Przypusémy, ze losujemy punkt z jednostkowego kwadratu (0,1) x (0,1), a wiec
o wspétrzednych x i y spelniajgcych warunek 0 < x,y < 1, a sposéb losowania
podlega rozktadowi jednostajnemu. Mozemy rozwazaé¢ dwie zmienne losowe: X,
ktora wylosowanemu punktowi przyporzadkowuje jego pierwsza wspotrzedna, oraz
Y okreslong jako druga wspotrzedna wylosowanego punktu.

Nietrudno zauwazy¢, ze dla a € (0,1)

P(X < a) = pole kwadratu (0,a) x (0,1) =a

oraz
P(Y < a) = pole kwadratu (0,1) x (0,a) = a.

Tak wiec dystrybuanty obu zmiennych sg funkcjami identycznosciowymi na odcin-
ku (0,1), a poza nim sa state. Stad otrzymujemy, ze obie zmienne maja ten sam
rozkltad i jest to rozktad jednostajny na odcinku (0, 1).

Ze zmiennych X i Y mozemy utworzy¢ dwie pary X;, X5 oraz Yi, Y, przyjmujac
X1 =Xo=Y, =X oraz Y] =Y. Jest oczywiste, ze zmienne w obu parach maja
ten sam rozktad. Teraz dodajmy pierwsze i drugie wspotrzedne z obu par tworzac
zmienne

S5=X1+Y1=X+Y oraz S =Xo+Y, =X+ X =2X.

Mogloby sie wydawaé, ze zmienne S7 i Sy majg ten sam rozktad. Mozna jednak
przekonac sig, ze tak nie jest.

W przypadku zmiennych X i Y znamy ich taczny rozktad. To pozwala znang
metoda znalez¢ taczny rozktad innej, przeksztatconej pary zmiennych

S=85=X+Y oraz Y.
Przeksztalcenie odwrotne jest dane wzorami

X=5-Y oraz Y =Y



i jest okreslone na zbiorze
A={(5,9) €eR?*: (0<S<KIANO<Y <S)V(I<S<2A(S—1<Y <1)},

czyli na rombie o wierzchotkach (0,0), (1,0), (1,1) i (2,1). Gestos¢ fxy pary
(X,Y) jest stale réwna 1, jakobian przeksztalcenia odwrotnego tez stale rowna
si¢ 1, wigc gestodé fsy pary (S,Y) jest réwniez stale réowna 1 na wyzej podanym
rombie A. Caltkujac znajdujemy gestosé sumy S = Sy

_ _ ) s jezeli 0 < s <1,
farls) = fss) = /{yeR:(s,y)eA} by = { 2—s jezeli 1<s<2.

Analogicznie (ale dla przeksztalcenia pojedynczej zmiennej) lub postugujac sie
dystrybuantg znajdujemy gestos¢ zmiennej Sy = 2X. Latwo przekonaé sie, ze

S

fs,(5) = fax(s) = 3

dla s € (0,2). Z udowodnionych wzoréw tatwo wynika, ze rozktady zmiennych S;
i Sy s rozne. Swiadezg o tym rézne (ciagle) gestosci, mozna tez wyliczy¢ prawdo-
podobienstwo jakiegos$ zdarzenia dla kazdego rozktadu. Prawie zawsze powinnismy
otrzymac rozne wartosci.

5 Pierwszy krok

Wiele zadan z ¢wiczen, a takze przedstawione wyzej rozumowanie pozwalaja wy-
obrazi¢ sobie plan uzasadnienia pierwszego kroku. Znajomo$¢ rozktadu taczne-
go kilku zmiennych czesto pozwala na znalezienie rozktadéw nowych, dziwnych
zmiennych losowych, utworzonych z danych. Skad wzigé rozktad taczny ukltadu
zmiennych? W przypadku zmiennych niezaleznych jest to bardzo proste: znamy
odpowiedni wzor. Dalsze rozumowanie zostanie przedstwione przy dodatkowym za-
tozeniu, ze n = 3. Zamiast zmiennych X;, X5 i X3 bedziemy zajmowaé¢ zmiennymi
X, Y iZ (bez indekséw).

Zgodnie z warunkami zadania zmienne X, Y i Z przyjmuja dodatnie wartosci,
sa niezalezne i maja ten sam rozktad. Przyjmijmy, ze f : (0,00) — [0,00) jest ge-
stoscig rozktadu tych zmiennych. Poniewaz zmienne sg niezalezne, gestosé rozktadu
lacznego tych zmiennych, okreslona na zbiorze A = {(z,y,2) € R : z,y,2 > 0},
jest dana wzorem

Ixyz(w,y, 2) = f(2)f(y)f(2).

Interesuja nas dwie zmienne

X Y
U= = Ww=— -
X+y+z X+Y+2
i chcemy poréwnac ich rozktady. W tym celu najpierw znajdziemy taczny rozktad

trzech zmiennych U, W oraz S = X +Y + Z. Rozwazamy wiec przeksztatcenie h
okreslone na zbiorze A, zdefiniowane wzorem

Wz, y,2) = (——

r+y+z2r+y+z

LT Y+ 2).

Najpierw musimy ustali¢, jakie wartosci przyjmuje przeksztatcenie h na zbiorze
A. Zauwazmy, ze obraz zbioru A wyznaczony przez h jest dany wzorem

h[A] = {(u,w,s) € R* :u,w, s >0Au+w < 1} = B.



Mozna sie o tym przekonaé biorac funkcje g okreslong na zbiorze B, zdefiniowang
wzorem

g(u,w, s) = (us,ws, s —us — ws) = (x(u,w,s),y(u,w, s), z(u,w, s))

i dowodzac, ze jest to funkcja odwrotna do h. Przy okazji mamy przeksztatcenie
odwrotne do h.
Teraz liczymy jakobian przeksztalcenia g:
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W tej sytuacji, zgodnie ze znanym wzorem, taczna gesto$¢ zmiennych U, W i
S wyraza sie rownaniem
fows(u,w,s) = f(us)f(ws)f(s — us — ws)s’.
Gestosci poszezegdlnych zmiennych znajdujemy catkujac gestos¢ taczng. Tak
wiec

fo(u) = fowsdwds = /OOO /Ol_u f(us) f(ws) f(s—us—ws)s* dw ds.

/{(w,s):(u,w,s)EB}

Analogicznie,

fw(w) = fowsdwds = /OOO /01w fus)f(ws)f(s—us—ws)s® duds.

/{(u,s):(u,w,s)eB}

Catek tych juz raczej nie uproscimy, ale jezeli w pierwszym wzorze literke w
zastapimy przez v, a u przez x, zas w drugim wzorze v zamienimy na v i w na x,
to okaze sie, ze gestosci zmiennych U i W sa opisane tymi samymi wzorami

fo(z) = fw(x) = /OOO /Ol_z f(zs)f(vs)f(s — xs — vs)s® dv ds,

a wiec sg takie same.
Pokazalismy juz réwnosé rozktadow zmiennych U i W. Mamy jednak pokazaé
rownosé rozktadow trzech zmiennych: U, W oraz
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X+ Y+Z

Mozna ten fakt uznaé¢ juz za oczywisty. Doktadnie to samo rozumowanie powinno
prowadzi¢ do wniosku, ze zmienne U i W', a w konsekwencji takze wszystkie trzy
rozwazane zmienne, maja ten sam rozktad.

6 Koncowy komentarz

Przedstawione wyzej rozumowanie wymaga kilku zatozen, ktérych nie ma w tresci
zadania. Na przyktad milczaco zostalo zatozone, ze rozwazamy zmienne o ciggtych
rozktadach. Umozliwito to skorzystanie z twierdzenia o podstawianiu dla catek
z funkcji wielu zmiennych, bardzo skomplikowanego, ale znanego i wielokrotnie
wykorzytywanego.



Rozwiazywane zadanie ma raczej proste, elementarne rozwigzanie, nie wymaga-
jace zaawansowanych twierdzen. Chyba wymaga za to postuzenia si¢ mniej znanym
(mniej prze¢wiczonym) aparatem pojeciowym, na przyktad rozkladami zmiennych,
czyli pewnymi przestrzeniami probabilistycznymi. W rozwigzaniu istotne sa trzy
fakty. Po pierwsze, dzieki niezalezno$ci danych zmiennych losowych, tatwo moze-
my odtworzy¢ przestrzen probabilistyczng opisujaca te zmienne tacznie. Po drugie,
fakt, ze dane zmienne maja ten sam rozktad pocigga za soba, ze ta taczna prze-
strzen nie zalezy od kolejnosci, w jakiej zmienne zostang wymienione. W koncu,
wyliczenie rozktadu zmiennej X; /(X7 + Xo + ... + X,,) jest mozliwe dzieki prze-
ksztalceniu takiemu, jak wyzej zdefiniowane h, a zwlaszcza jego réznowartoscio-
wosci.



