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1 Pewna uwaga

Sformutowanie zadania ma usterke lub moze obowigzuje w nim zatozenie domyslne.
Brakuje zatozenia, ze dystrubuanta F'y jest funkcjg ciagta. Zalozenie to jest spel-
nione dla zmiennych o ciagtych rozktadach, dla ktorych istnieje gestos¢ fx. Wtedy
proste prawdopodobienstwa mozna oblicza¢ wykonujac odpowiednie catkowania,
w tym dystrybuanta wyraza sie wzorem

Fx(a)=P(X <a)= /aoo fx(z)dz.

Jezeli dystrybuana F'x nie jest ciagta, to korzystajac z monotonicznodci i lewo-
stronnej ciggtosci znajdujemy liczby a i b takie, ze

Fx(a) <b= lim Fx(z).
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Dla zmiennej Y o rozkladzie U(0, 1) mamy jednak
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2 Rozwigzanie elementarne

Jezeli dystrybuanta Fx : R — [0, 1] jest ciagla, to istnieje co$§ w rodzaju funkcji
do niej odwrotnej. Wezmy a € (0,1) i zajmijmy sie przeciwobrazem

Fiyt({a}) = {z € R: Fx(z) = a}.

Wtasnosé¢ Darboux implikuje, ze ten przeciwobraz jest niepusty, monotonicznosé
dystrybuanty (staba ,rosnaco$é”) — ze jest odcinkiem, a jej ciaglosé — ze jest to



odcinek domkniety. Przyjmijmy, ze lewym konicem odcinka Fy'({a}) jest G(a) =
min Fiy'({a}).

Oczywiscie, Fx(G(a)) = a dla wszytskich a € (0,1).

Wyliczymy teraz dystrybuante zmiennej Y = Fx(X). Dlaa € (0,1) iz € R
warunki F'y(x) < a oraz x < G(a) sa réwnowazne. Stad mamy

Fy(a) = P(Fx(X) < a) = P(X < G(a)) = Fx(G(a)) = a,

a takze
0 dlaa<0

Fy(a)=¢ a jezeli0<a<1
1w pozostatych przypadkach.

Jest to oczywiscie dystrybuanta rozktadu normalnego U(0, 1).

3 Pewne twierdzenie

Majac zmienng losowa X i jej rozktad czesto szukamy rozktadu prawdopodobien-
stwa zmiennej losowej Y = h(X) dla rzeczywistej funkcji h. Z tego powodu podaje
sie r6zne zaleznosci miedzy tymi rozktadami. W szczegdlnosci na ¢wiczeniach po-
jawit sie juz wzor taki, jak

() = fx(h™ () - 1R (»)]

podajacy zaleznos$¢ miedzy gestosciami zmiennych X 1Y = h(X). Problemem jest
tylko, czy ten wzor jest shuszny zawsze, czy tylko czasami, a jezeli czasami, to jakie
warunki musza by¢ spetione, aby zachodzit.

W literaturze (np. Mirostaw Krzysko, Statystyka matematyczna, wyd. nauk.
UAM) mozna znaleZé¢ nastepujace twierdzenie:

Twierdzenie 3.1 Przypusémy, ze zmienna losowa X ma gestosé fx : R — R,
D ={x € R: fx(z) > 0}, a jest h : R — R przeksztaceniem, ktore zbior D
przeprowadza wzajemnie jednoznacznie na zbior H. Wtedy jezeli funkcja odwrotna
h=' ma cigglg i niezerowq pochodng, to funkcja fy dana wzorem

fr@w) = fx(h7 () - |71 (»)]

na zbiorze H i przyjmujgca warto$é 0 poza H jest gestoscig zmiennej losowej h(X).

4 Drugie rozwiazanie

Bedziemy korzysta¢ z przytoczonego wyzej twierdzenia. Dodatkowo i nie wiado-
mo na jakiej podstawie bedziemy zakladac, ze gestos¢ fx zmiennej X jest ciggla
i dodatnia na caltej prostej. Czes¢ przyjetych zatozen jest mato istotna. Podobng
trudnos¢ mialoby to zadanie przy zatozeniu, ze gestos¢ jest dodatnia na pewnej
polprostej lub na pewnym odcinku. Prawde méwiac, rzadko spotykamy si¢ z ge-
stosciami, ktore nie speliajg takich zatozen.

W naszym przypadku h jest dystrybuanta Fy rozkladu zmiennej X (czyli
h = Fx). Wiemy wiec, ze pochodna

W(z) = (Fx)'(z) = fx(z),



a wiec funkcja h ma ciggla i dodatnig pochodng. Ze znanych z analizy matema-
tycznej twierdzen (np. z twierdzenia o wartosci $redniej) wynika, ze jest to funkcja
rosnagca i w konsekwencji roznowartosciowa. Niewatpliwie przeksztatca zbior liczb
rzeczywistych na odcinek (0, 1). Ma wiec funkcje odwrotng h~! okreslong na odcin-
ku (0, 1). Powolujac sie znowu na twierdzenia o ciagltosci i rézniczkowalnosci funk-
¢ji odwrotnej, ktére powinny by¢ znane z analizy matematycznej, stwierdzamy, ze
funkcja h~! spelnia zalozenia przytoczonej w poprzednim rozdzialiku twierdzenia.
Mozemy wiec skorzystac z tego twierdzenia. W ten sposob otrzymujemy, ze gestosé
zmiennej Y = h(X) wyraza si¢ na odcinku (0, 1) wzorem

fr(y) = fx(h72 ) - [(Y) ()l = (Fx) (Fx' (9) - (Fx ') ()

(dodatnio$¢ pochodnej h~! wynika np. z wzoru pochodna funkcji odwrotnej). Li-
czac dalej na podstawie wzoru na pochodna ztozenia otrzymujemy, ze

(Fx)'(Fx'(y) - (Fx")'(y) = (Fx(Fx'(y) =y = 1.

Ostatecznie, gestos$é fy przyjmuje warto$é 1 na odcinku (0, 1) i jest réwna 0 dla
pozostatych argumentéow. Nie ulega watpliwosci, ze jest to gestosé rozktadu jedno-
stajnego U(0,1).

5 Przypadek zmiennych dwuwymiarowych

Przypuéémy, ze mamy dane przeksztalcenie ¢ : R? — R? takie, ze ¢(a,b) =
(u(a,b), w(a,b)). Wtedy jakobianem tego przeksztalcenia nazywamy wyznacznik
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zapisany tutaj na dwa sposoby przy uzyciu réoznych, stosowanych konwencji (dwéch
sposobéw zapisu jakobiandéw i dwoch sposobow wyrazania pochodnych czastko-
wych).

W tych wzorach wystepuja wyznaczniki (funkcyjnej w ogdlnym przypadku)
macierzy (czastkowych) pochodnych funkcji sktadowych u i w przeksztatcenia ¢,
czyli na przyktad

Ju(a,b)

ua<a7b) = da

= pochodna u(a, b) ze wzgledu na a przy ustalonym b.

Zauwazmy jeszcze, ze napisy |¢'(a,b)| 1 podobne wystepujace w dalszych wzorach
oznaczajg wartos¢ bezwzgledna jakobianu.

Dalej bedziemy rozwazaé¢ dwuwymiarowa zmienng losowa (X,Y) i przeksztal-
cenie h dane wzorem h(z,y) = (a(z,y), b(x,y)) dla pewnych funkcji a,b : R* — R.
Interesuje nas dwuwymiarowa zmienna h(X,Y) = (a(X,Y), b(X,Y)) i bedziemy
szukac jej gestosci fi(x,v)-

Twierdzenie 5.1 Przypusémy, ze dwuwwymiarowa zmienna losowa (X,Y') ma ge-
stos¢ fxy : R?> - R,

D= {((L’,y) € R2 : fX,Y(x7y> > 0}7



a h(z,y) = (a(z,y), b(x,y)) jest przeksztaceniem, ktore zbior D przeprowadza
wzajemnie jednoznacznie na zbior H

H = {(a(z,y), b(z,y)) € R*: (z,y) € D}.
Przyjmigmy, ze funkcja odwrotna h™' wyraza sie wzorem
h™(a,b) = (u(a,b), w(a,b)).

Jezeli funkcje u,w : R?* — R majq na zbiorze H ciggle pochodne czgstkowe pierw-
szego rzedu i na zbiorze H jakobian

(h™1)(a,b) = Jh-1(a,b) =

jJest rézny od zera, to funkcja fin(x,y) dana na zbiorze H wzorem

Fnxyy(ab) = fxy (B a,0) - [(B7) (a, )] = fxy (7 (a,)) - |Tu-1(a, D)

i przyjmujaca wartosé 0 poza H jest gestoscig zmiennej losowej h(X,Y).



