O zadaniach 7 —9 z listy nr 5 (2016)

Antoni Koscielski

1 Tresé zadania

W rozwiazywanym zadaniu zajmujemy sie para X, Y zmiennych losowych przyj-
mujacych wartosci w zbiorze D = {(z,y) € R* : 0 < y < £ < 1}, i majg-
cych taczny rozktad prawdopodobienstwa o gestoéci danej na tym zbiorze wzorem
flz,y) = %ﬁy. Zbiér wartosci tej pary i gestosé jej rozktadu zostaly zobrazowane

na ponizszym rysunku.

Rysunek 1.

Rysunek ten do$¢ dobrze oddaje sytuacje, cho¢ nie zachowuje skali. Ma odda-
waé wyglad wykresu funkcji f(x,y) na jej dziedzinie D (tréjkat o wierzchotkach
O = (0,0), (2,0) oraz (2,1)). Ksztalt (przebieg) poszczegdlnych linii jest zblizony
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do rzeczywistego. Na rysunku zostaty przedstawione przekroje bryty ograniczonej
z gory wykresem funkcji f(z,y) ptaszczyznami o réwnaniach z+y = t (figury ABC
w przypadku ¢ € (1,2) oraz DEFG dla t € (2,3)) oraz plaszczyzna o réwnaniu
y = ¢ (figura EFHI dla ¢ réwnego rzednej punktu 7).

Mamy wyznaczy¢ gestosci zmiennych Y, U =X +Y i T = X/Y.

2 Gestosé rozkladu

W rachunku prawdopodobienstwa majac zmienng losowa Y chcemy znaé jej roz-
ktad, czyli prawdopodobienstwa P(Y € A) tego, ze zmienna ta przyjmuje wartosé
nalezaca do zbioru A. Bardzo ogdlny sposob definiowania rozkladéw (pojedyrcze;
zmiennej o warto$ciach rzeczywistych, tatwy do uogélnienia na przypadek wielu
zmiennych) polega na wskazaniu funkeji f i skorzystaniu z wzoru

P(Y € A) = /A f(w)dz.

Ten wzér gwarantuje spelnianie najwazniej wtasnosci wymaganej od rozktadéow
prawdopodobienstw, czyli o-addytywnosci. Jezeli f bedzie przyjmowaé¢ wartosci
nieujemne, to prawdopodobienstwa dowolnych zbiorow tez bede nieujemne. Musi-
my jeszcze bra¢ funkcje f takie, ze

/R f(x)dx:/_o:o f(z)dz =1.

Funkcje f wyznaczajaca w ten sposob rozktad nazywamy gestoscia tego rozktadu.
Gestos¢ rozktadu zmiennej losowej Y bedziemy oznaczaé¢ symbolem fy-.

Zachowujac pewna ostrozno$¢ mozna rozwazac gestosci, ktore nie sa okreslone
dla wszystkich liczb rzeczywistych (a sa okreslone np. na odcinkach lub pétpro-
stych). Nawet wtedy nie otrzymujemy w ten sposéb wszystkich mozliwych rozkta-
doéw. Zmienne losowe o tak definiowanych rozktadach majg specyficzng wlasnosc,
ktora na ogdt nie zachodzi: kazdg wartosé przyjmuja z prawdopodobienstwem 0,
a wiec P(Y = a) = 0 bez wzgledu na a.

Majac rozktad (na przyktad zmiennej Y') mozemy wyliczy¢ jego dystrubuante

Fy(t)=P(Y <t).
Dystrybuanta jednoznacznie wyznacza rozktad: mozna dowies¢ nastepujacy
Lemat 2.1 Kazde dwa rozklady o identycznych dystrybuantach sq identyczne. O

Zwykle zaktada sie o gestosci, ze jest funkcja ciagta, przynajmniej na swojej
dziedzinie. Wtedy moéwi sie o rozktadach cigglych. W pierwszym rzedzie zatozenie
to pozwala odwolywacé sie do catki Riemanna, znanej z podstawowych wyktadéw
analizy matematycznej, definiowanej dla funkcji ciagtych. Poza tym pozwala w
prosty i elegancki sposéb wyznaczy¢ gestos¢ danego rozktadu. Dla zmiennych z
rozktadami o ciaglej gestosci mozna dowies¢, ze ich dystrybuanta jest rozniczko-
walna, a pochodna dystrybuanty jest gestoscia, czyli stuszny jest wzoér

Fy () = fy (t). (1)

Czasem wzér ten pozwala wyliczy¢ gestosé. Jego dowdd jest prosty i warto mu sie
przyjrzeé¢. Pochodng dystrybuanty liczymy bezposrednio z definicji. Mamy wiec

Fy(t+h) — Fy(t) 1 t+h
h ~ /t fy(x)dx
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przynajmniej dla h > 0, (dla h < 0 jest nieco inaczej, ale podobnie). Aby zobaczy¢
powody prawdziwosci wzoru, wystarczy zauwazy¢, ze powyzsza calka jest w przy-
blizeniu réwna fy (t) - h, a iloraz réznicowy niewiele rézni sie od fy (t). Precyzyjny
dow6d wymaga spostrzezenia, ze

t+h
b mi < / dx < h- .
mer({tl,gl—h) fy(ar) t fy(ﬁ) * xé%%-}‘fh) fY(I)

Stad mamy

: Fy(t+ h) — Fy(t)
< < .
a:er({tl,ﬁh) Fr(@) h a:er(r%%i{h) fr(@)
Poniewaz wraz z h dazacym do 0, dla ciagtej funkcji fy, skrajne wyrazenia zbiegaja
do fy(t), wiec z twierdzenia o trzech funkcjach otrzymujemy dowodzong réwnosé.

3 Gestosé rozktadu zmiennej Y

Zmamy taczny rozktad dwoch zmiennych X i Y, a wiec whasciwie znamy rozktad
zmiennej Y. Aby w tej sytuacji znalezé gestos¢ zmiennej Y mozna wyliczyé jej
dystrybuante. Zdarzenie polegajace na tym, ze zmienna Y ma warto$é¢ < t, czyli
{w:Y(w) < t}, jest wlasciwie zdarzeniem {w : X (w) € RAY (w) < t}. Stad mamy

P(Y <) = P((X,Y) € R x (—00,1)) = / /R oy Txy (@ )y

Przechodzac do catek podwojnych otrzymujemy, ze

t
Fy(t) =P <t) = [ (/R fX,Y(fB,y)d-T) dy.

Sprobujmy ten wzér odpowiednio przeczytaé. Po lewej stronie wzoru mamy dys-

trybuante rozktadu zmiennej Y. Natomiast po prawej stronie mamy dystrybuante

rozktadu o gestosci
F) = [ (e y)de.

Tak wiec rozktad zmiennej Y i rozktad o gestosci f maja identyczne dystrybuanty.
Z lematu 2.1 wynika, ze rozktad zmiennej Y jest rozkladem o gestosci f, albo
inaczej, f jest gestoscig rozktadu zmiennej, czyli

(W) = F) = [ fxr(@y)de.

Teraz wystarczy dokonaé¢ stosowne obliczenia:

5, 25 5y
= 2%y d :/ 22y dr = =2 —
fY(y) /{:L"ER:(x,y)ED} 4$ yaz 2y 4:U Y ax 4 3

Wzor ten jest stuszny dlay € (0,1). Wtedy bowiem {x € R: (x,y) € D} = (2y,2).
Dla pozostatych y mamy {x € R : (z,y) € D} = 0 i albo fy(y) = 0, albo
przyjmujemy, ze dla takich y gestosé¢ fy nie jest okreslona.

Jezeli popatrzymy na rysunek i przyjmiemy, ze y jest rzedna punktu I, to
zobaczymy, ze fy(y) jest réwne polu figury IEFH.

10(y — ")
—




4 Rozktad zmiennej U, pierwsze podejScie

Znowu zaczynamy od wyliczenia dystrybuanty rozktadu zmiennej U. Tym razem
mamy

Fpt)=P(X+Y <t)=P((X,)Y)e{(z,y €eD:x+y<t}) =

-/l fxy (@.y) dady.
{(z,y)€D:x+y<t}

Wobec tego, najpierw trzeba wyliczy¢ zbiér {(x,y) € D : z +y < t}, po ktérym
catkujemy. Zbior ten jest widoczny na rysunku 1, doktadniej zostal przedstawiony
na rysunku 2. Patrzac na ten rysunek mozna zaobserwowaé, ze ma jedna z dwéch
postaci. Dlat € (0, 2] jest to tréjkat, na przyktad OAB, adlat € (2,3) — czworokat,
majacy na przyktad wierzchotki OEDK.

x+y=t’
(2t/3,t/3)=B

(2y.y)=V (t-y.y) D=(2,t™-2)

Rysunek 2. Podstawa bryty z rys. 1

Latwo sprawdzi¢, ze nieréwnosci

0<y< g <1 oraz x+y<t (albo (z,y) €D oraz x+y <t),

definiujace interesujacy nas zbior, sa dla t € (0, 2] réwnowazne z nieréwnosciami
t
O<y<§ oraz 2y <z <t-—uy, (2)
(patrz: figura OAB na rys. 2) za$ dla t € (2,3) — sa réwnowazne z alternatywa
t
(x,y) €D 1 0<y<t—2 lub tez t—2<y<§ i 2y<z<t—y. (3)

Przyjmijmy, ze t € (0,2]. Dla takiego t, po przejsciu do catek podwéjnych, na
podstawie wzoru (2), otrzymujemy

t/3 rt—y 5
Fy(t) = /0 /2y Za:Qy dxdy.
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Wyliczmy sobie najpierw catke wewnetrzna:

3|t—y

t=y 5 5
/ Jzydx——y~x—
2

5

12

2y
W dalszych obliczeniach przyda nam sie takze catka

2

u 5 u 5
t— 4d:/—t d——5:/
/012(2/( y)® —8y*) dy ; 12y( y)® dy gu =

t—u §

2
12(3 t)s® ds—g =

s 5t [T 2 . (t—w)® 5t —u)? N £ 2 .
=551z —su’ = - — 2.
12 3-16)|,

3 12 3-16 3-16 3
Przeprowadzone obliczenia pozwalaja bez trudu znalezé dystrybuante Fp(t)
dla t € (0,2]. Mamy bowiem

t/3 1 2 11
Folt) = [ ool — ) =8y dy = (5 — 2 4 e~ o) = ot
Teraz obliczymy dystrybuante Fy(t) dla ¢t € (2,3). Dla t = ¢’ jest to catka po
figurze OEDK z rysunku 2, ktora, zgodnie z wzorem (3), jest suma mnogoscio-
wa figur OV DK oraz VDE. Zauwazmy, ze catka po pierwszej figurze jest rowna
P(Y < t' —2), czyli jest wartoscia dystrybuanty rozkladu zmiennej Y. Tak wiec
(biorac t zamiast ') z wzoru (3) wynika, ze

t/3 rt-y 5
Fy(t) = Fyt—2+ /z fmyd:vdy

Wyzej zostato juz przeprowadzone wiele potrzebnych obliczen. Korzystajac z nich
otrzymujemy

11 8 5t t5 +2(t—2)5
64 3 3 3-16 3

W koncu korzystajac z wzoru (1) mozemy wyliczyé¢ gestosé zmiennej U. Dla
t € (2,3) zrobimy to wykorzystujac ponownie wzor (1) i wyliczona w rozdziale 3
gestosé zmiennej Y. Tak postepujac otrzymujemy

10t —20 —10(t —2)* 55¢* 5 5t* 10(t—2)* 10t 5t

1) = 2 _ Tt 52
fult) 3 T T3 3t 3 3 34

Ostatecznie, gestosé fy(u) zmiennej U wyraza sie wzorem

55ut
GZ jezeli 0 < u < 2,
10 5
fu(u) = ?“—5—3—7“2 edy 2 < u < 3,
0 w pozostatych przypadkach.



5 Drobne uwagi o zastosowanej metodzie

Czesto obliczenia mozna prowadzi¢ na wiele sposobow. W poprzednim rozdziale li-
czylismy gestos$¢ rozktadu zmiennej U w oparciu wzor (1). Jednoczesnie staraliémy
sie nie przeprowadzaé wielokrotnie tych samych obliczen, raczej wykorzytywaliSmy
znane juz rezultaty. Takie zasady daty przedstawione efekty.

By¢ moze obliczenia bytyby tatwiejsze, gdyby inaczej liczy¢ prawdopodobien-
stwa P((X,Y) € A) dla A takich, jak figura OEDK. To prawdopodobienstwo jest
réowne 1 — P((X,Y) € D\ A) (chyba, ze fxy nie jest gestoscia). Obliczenie te-
go ostatniego prawdopodobienstwa wymaga catkowania po trojkatach takich, jak
EDW | inie powinno to sprawia¢ ktopotéw, gdy po przejsciu do catek podwdjnych
bedziemy najpierw catkowaé po y, a nastepnie po x.

Warto tez zwrdci¢ uwage na fakt, ze szukajac gestosci zmiennych Y i U naj-
pierw znajdowalidémy dystrybuanty ich rozktadow, ale w pierwszym przypadku nie
byta nam potrzebna jawna posta¢ dystrybuanty, w drugim — liczyliémy ja i chyba
musieliémy to zrobi¢. Bardziej zaawansowane metody w wielu przypadkach pozwa-
laja liczy¢ gestosci tak, jak w przypadku rozktadu zmiennej Y.

6 Szkic kolejnego rozwigzania

Gestosé rozktadu zmiennej U mozemy probowaé wyliczyé stosujac rozumowanie
wykorzystane do dowodu wzoru (1). Aby wyliczy¢ gestosé, liczyliSémy granice

Fult+h) - Fu(t)
Y .

Licznik tego wyrazenia mozemy zinterpretowac jako objetos¢ plastra bryty definiu-
jacej prawdopodobienstwa zawartego miedzy ptaszczyznami o rownaniach x +y =
t+hixz+y =t Podstawg tego plastra moze by¢ przekroj rozwazanej bryty ptasz-
czyzng x +y = t. Na rysunku 1 takim przekrojem jest figura ABC i ewentualnie
figura DEFG dla odpowiednio zmienionego t. Grubo$c¢ takiego plastra tym razem
wynosi jednak h/v/2. Stad objetoéé plastra jest w przyblizeniu réwna

pole(ABC) - h/V?2,

a po podzieleniu przez h zmierza wraz h dazacym do 0 do wartosci pole( ABC) /v/2.
Stad
= pole(ABC)

fU() \/5

Poniewaz w tej chwili znamy juz gestos¢, wiec ostatni ze wzoréw pozwala wyliczacé
pola odpowiednich przekrojow takich, jak ABC lub DEFG.

albo pole(ABC) = v/2 - fy(t).

7 Obliczanie gestosci przez obroét

Mozna spostrze¢, ze obliczanie gestosci rozktadu w przypadku zmiennej Y by-
to tatwiejsze niz w przypadku U, poniewaz dla Y rozwazaliSmy przeciecia bryty
definiujacej prawdopodobienstwa ptaszczyznami prostopadtymi do osi. Daje to na-
dzieje, ze tatwiej bedzie obliczaé¢ rozktad zmiennej U po odpowiednim obroceniu
bryty z rysunku 1.
Przyjmijmy, ze
T—Yy T+Y

go(x,y) = (901(1:7y)7902(x7y>> = ( \/5 ) \/5 ) (4)




Mozna przekonaé sie, takze doswiadczalnie, ze jezeli punkt o wspotrzednych (x,y) €
R? obrécimy przeciwnie do ruchu wskazéwek zegara o kat 45° (o kat 7/4), to otrzy-
mamy punkt o wspotrzednych (¢1(z,y), p2(z,y)) € R?, czyli punkt o(z,y).

Przeksztalcenie odwrotne do ¢, czyli obrét ¢! o kat 45° w kierunku zgodnym
z ruchem wskazéwek zegara jest definiowane wzorami

v+w w—v

gp_l(v,w) = (901_1(07w)7§02_1(v7w)) = ( \/5 ) \/5 )

Rysunek 3. Obrét podstawy z rys. 1

Majac pare zmiennych losowych (X, Y') przyjmujaca wartosci w zbiorze D mo-
zemy rozwaza¢ inng pare zmiennych

(Vva W) = @(X7 Y) = (QOI(Xv Y)?QOQ(X7 Y))

przyjmujaca wartosci w obrazie ¢[D]. Wtasnosci probabilistyczne pary (X,Y) sa
opisane przez gestosé fx y. Chcielibysmy, aby para (V, W) miata analogiczne wta-
snosci. Mozna to uzyskaé definiujac gestosé rozktadu pary (V, W) wzorem

fvw (v, w) = fxy (™' (v,w)) = fxy (o1 (v, w), 05" (v,w)). (5)

Jezeli odwolamy sie do intuicji zwigzanych z rozktadami dyskretnymi, to wzoér
ten mozemy zinterpretowac jako stwierdzenie, ze prawdopodobienstwo przyjecia
przez pare (V, W) wartosci (v, w) jest takie samo, jak prawdopodobiefistwo przy-
jecia przez pare (X,Y) wartodci ¢ '(v,w), odpowiadajacej parze (v,w). Bar-
dziej precyzyjniej mozna to wyrazi¢ w nastepujacy sposob: prawdopodobienstwo
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P((V,W) € p|A]) jest zdefiniowane jako catka [[, 4 fv,w (v, w) dvdw. Catka ta mo-
ze zostaé zinterpretowana jako objeto$¢ pewnej bryty, wyobrazmy sobie, ze budowli
o postawie p[A], ktorej dach znajduje si¢ na wysokosci fyw (v, w) nad punktem
(v,w). Zbibr @[A] otrzymujemy w wyniku pewnego przesuniecia (tak naprawde
obrotu, czyli pewnego przeksztalcenia zachowujacego wymiary) zbioru A. Na tym
zbiorze jako podstawie, tez jest umieszczona pewna budowla. Dach tej budowli nad
punktem (z,y) = ¢ (v, w), odpowiadajacym punktowi (v, w), znajduje si¢ na wy-
sokosci fxy(x,y), a wiec na wysokosci fy.w (v, w), takiej samej jak nad punktem
(v, w) w budowli postawionej na podstawie A. Wobec tego, budowle postawione na
A ina ¢ '[A] maja takie same wymiary, i w zwigzku z tym, takie same objetosci.
Tak wiec catki wyrazajace te objetosci powinny by¢ réwne i powinien zachodzi¢
WzOr

/W[A] fvw (v, w) dvdw = /A fxy(z,y) dedy, (6)

0ZNAaczajacy, ze
P((V,W) € plA]) = P((X,Y) € A).

Przedstawione wyzej rozumowanie uzasadnia intuicyjnie takze ogolny wzor

//so[A] (v, w)) dvdw—/ flx,y) dxdy

stuszny dla dowolnych (catkowalnych) funkeji f i wszelkich przeksztalcenn izome-
trycznych . Jezeli w tym wzorze f zastapimy przez ztozenie f z ¢, to otrzymamy

inng jego postac
flo(z,y)) dedy = f(v,w) dvduw, (7)
//A //Wx]

znang jako wzér na catkowanie przez podstawianie izometrii.

Sprébujmy teraz wykorzystaé poczynione spostrzezenia. Wezmy ¢t € (0,2).
Dla takich ¢+ mamy w szczegélnosci, (t,0) = (t/v/2,t/v/2) oraz p(2t/3,t/3) =
(t/V/2,t/(3v/2)). Jezeli wezmiemy teraz zbiér A = {(z,y) € D : z+y < t} i
wyliczymy [A], to otrzymamy

ol4] = {(v,w) € o[D] - w < ji}

(dobrze to widaé¢ na rysunku 3). Stad i z wzoru (6) otrzymujemy, ze

Fy(t) = Fy.y(t) / Ixy(z,y) dedy —/ fvw (v, w) dvdw = Fy, (é)

Roézniczkujac otrzymana zaleznos¢ znajdujemy, ze

t\) 1 t
t)y=F,t)=|Fy|— = — — |,
a wiec obliczanie gestosci rozktadu zmiennej U sprowadziliémy do obliczania gesto-

sci rozktadu zmiennej W. Te obliczenia sa jednak tak proste, jak szukanie gestosci
rozktadu zmiennej Y w rozdziale 3 (i daja sie tak samo uzasadnié):

ftw) = [ e )P o) do= [ =

= 5 2w 5 2w23 24
z=v+w 2 3
= — Qwzt —2°)dz = ——= | —
8\/§ 4w/3( ) 8\/§ ( 4 )

w w

(v +w)*(w —v) dv =

2w

4w/3
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Teraz juz tatwo wyliczy¢ gesto$é rozktadu zmiennej U:

g L 40 [ s
=" 5 (ﬂ) 6t
Przedstawione obliczenia bylty prowadzone przy zalozeniu, ze t € (0, 2]. Analogicz-
ne obliczenia dla ¢ € (2, 3) sa niewiele trudniejsze i pozostawiam je do wykonania
przez zainteresowanych Czytelnikow.

Zwrbémy jeszcze uwage, ze po raz drugi, w inny sposob, uzasadniliSmy wzor,
ktory pojawit sie w rozdziale 5, a mianowicie, ze pole przekroju bryty definiujacej
rozktad pary (X,Y) plaszczyzna x + y = t, a wiec pole figury takiej, jak ABC z
rysunku 1, po obréceniu bryty, jest réwne polu przekroju bryty definiujacej rozktad
pary (V, W) ptaszczyzna w = t/+/2, czyli gestodci fw(ﬁ) zmiennej W (w podanym
punkcie, patrz tez rozwazania z rozdziatu 3). Stad mamy réwnosci takie, jak

t

V2

pole(ABC) = fw(—=) = V2 fu(t).

8 Calkowanie przez podstawianie

Dla catek funkcji dwoch zmiennych zachodzi nastepujace uogélnienie znanego wzo-
ru na catkowanie przez podstawianie:

J[ 1) o) 1@ )| dedy = [[ - lv) dudv, (9

gdzie

p: R = R* oraz ¢(x,y) = (¢1(z,y), 22, y))
jest przeksztalceniem plaszczyzny R? w siebie, spetniajagcym dluga liste zalozen
gwarantujacych m.in. wykonalno$¢ potrzebnych obliczen, réznowartosciowym w
dostatecznym stopniu, p[A] = {(p1(z,v), p2(z,y)) € R? : (x,y) € A} jest obrazem
zbioru A wyznaczonym przez przeksztalcenie p, a

dp1(z,y) Opi(x,y)

/ ox oy
¢'(z,y) =
Ipa(z,y)  Opa(z,y)
ox oy

jest tzw. jakobianem przeksztatcenia ¢, czyli wyznacznikiem (funkcyjnej w ogdl-
nym przypadku) macierzy pochodnych sktadowych przeksztalcenia ¢, gdzie

dp1(z,y)
or

itd. Zauwazmy jeszcze, ze |¢'(x,y)| to wartosé bezwzgledna jakobianu.
Nietrudno przekonaé sie, ze z wzoru (8) dla przeksztalcenia ¢ zdefiniowanego
wzorem (4) wynika wzor (7). W tym przypadku mamy bowiem

= pochodna ¢1(x,y) ze wzgledu na = przy ustalonym y

¢ (r,y) =

S-Sl
S-Sl
!



9 Pewne twierdzenie

Majac pare zmiennych losowych (X,Y) i jej rozktad czesto szukamy rozktadu
prawdopodobienstwa innej pary zmiennych (W, V) = ¢(X,Y’) dla pewnego prze-
ksztalcenia ¢. Z tego powodu podaje si¢ rézne zaleznosci miedzy tymi rozktadami
lub ich gestosciami.

W literaturze (np. Mirostaw Krzysko, Statystyka matematyczna, wyd. nauk.
UAM) mozna znalez¢ nastepujace twierdzenie:

Twierdzenie 9.1 Przypusémy, ze para zmiennych losowych (X,Y) ma gestosé
fxy : R = R?, D = {(z,y) € R? : fxy(z,y) > 0}, a jest p : R* — R?
przeksztatceniem, ktore zbior D przeprowadza wzajemnie jednoznacznie na zbior
©[D]. Jezeli funkcja odwrotna ¢~ ma ciggly i niezerowy jakobian, to funkcja fwy
dana wzorem

fww (w,v) = fxy (o™ (w,0) - (™) (w, v)]
na zbiorze ¢[D] (przyjmujgca ewentualnie warto$é 0 poza [D]) jest gestoscig pary

zmiennych (W, V) = p(X,Y).

Twierdzenie to tatwo wyprowadza si¢ z wzoru (8 ) Oczywiscie, mamy
P(W.V) € 4) = Pe(X.Y) € A) = P(X.V) € ¢ A = [ fr(e.y) drdy.

Te ostatnig calke liczymy z wzoru (8). Zamiast A w tym wzorze musi wzigé ¢~ [A]
i musimy funkcji podcakowej nada¢ odpowiednig postac:

Py ) =[] hore™ (elwm) - - )] dody.
Teraz z wzoru (8) otrzymujemy
P(W, V) e A) / Ixy (e “Hw,v)) - \w’(gpll(w ] dwdv.

Oznacza to, ze funkcja podcatkowa z powyzszego wzoru jest gestoscia rozktadu
pary (W, V). Trzeba jeszcze zauwazy¢, ze obie gestosci, ta z powyzszego wzoru i
ta ze sformutowania twierdzenia sa identyczne. Dla pojedynczej zmiennej losowej
odpowiednia réwno$¢ wynika z wzoru na pochodng funkcji odwrotnej: rézniczkujac
stronami oczywista réwnosé h(h~'(z)) = x otrzymujemy

1
-1 —1 c o1
h,(h (ZL’)) ' (h )/(‘T) =1, Czyh (h )/(ZL‘) = h’(h*l(az))
Dla funkcji dwéch lub wielu zmiennych jest podobnie, w szczegdlnosci mamy
1
—1y/
© w,v) = ———————.
) = T w)

Dowdd tego faktu jest analogiczny do przedstawionego i nie jest trudny. Wymaga
za to znajomosci zasad rézniczkowania funkcji wielu zmiennych.
W przypadku pojedynczych zmiennych losowych dowodzi sie podobnego

Twierdzenie 9.2 Przypusémy, ze zmienna losowa X ma gestos¢ fx : R — R,
D={x € R: fx(x) >0}, ajest h: R — R funkcjq, ktora zbiér D przeprowadza
wzajemnie jednoznacznie na zbiér h|D). Jezeli funkcja odwrotna h™' ma cigglq 1
niezerowq pochodng, to funkcja fw dana wzorem

fw(w) = fx (W (w)) - [(h71) (w)]
na zbiorze h[D] i przyjmujaca warto$é 0 poza h|D] jest gestoscig zmiennej losowej
h(X).
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10 Wyznaczanie gestos$ci przez przeksztalcanie

Zamiast obrotow do obliczania gestosci mozemy wykorzytywac¢ najrozniejsze prze-
ksztalcenia. Jezeli zostana dobrze dobrane, to moga znacznie uprosci¢ potrzebne
obliczenia.

WezZmy wigc przeksztalcenie

plz,y) = (p1(2,9), p2(2,y)) = (x +y, 2).
Bedziemy zajmowac si¢ para zmiennych
(U, V) =p(X,Y) = (X +Y, X),

gdzie U jest zmienng ze sformutowania zadania. Przeksztatceniem odwrotnym do
p jest

(p_l(uv U) = (Sol_l(u’ U), 902_1(u’ U)) = (U’ u = U)'
Dziatanie przeksztatcenia ¢ zostalo pokazane na rysunku 4 na przyktadzie dzie-
dziny D.

Plr0=(tt) |

)|

Rysunek 4. Przeksztalcenie zbioru D przez o(z,y) = (v + y, ).

Jakobian przeksztalcenia ¢! jest réwny

o

w0 =} g =1

Podstawmy zatem co trzeba do wzoru z twierdzenia 9.1. Otrzymujemy, ze

furw ) = Frw (7w, 0)) (9™ (. 0)| = 07— v).

11



Dalej wystarczy wyliczy¢ rozktad brzegowy zmiennej U. Wymaga to znajomosci
zbioru [D]. Musimy teraz zauwazy¢, ze dla v € (0,2) warunek (u,v) € ¢[D]
jest réwnowazny z nieréwnoscig 2?“ < v < u. Stad — przy zalozeniu u € (0,2) —
otrzymujemy, ze

u 5, 5 (vdu vt
— — — d — — JR
fu(w) /gu/g g de =g ( 3 4)

(1 L8 16) 55 ,
=— |-+ =Fu.
4 \3 4 3t 4.3%) ¢t

11 Splot

12 Dystrybuanta zmiennej 7'
Obliczenia dla zmiennej T nie sprawiaja ktopotéw, nawet technicznych. Najpierw

znajdziemy gestos¢ tej zmiennej liczac jej dystrybunte. Nieco tatwiejsze obliczenia
otrzymamy, gdy skorzystamy z wzoru

Fr(a)=1- // fxy(z,y) dedy.
{(z,y)€D:x/y=a}

Zbiorowi, po ktérym mamy catkowac, dla a > 2 mozna nada¢ postaé
A={(z,y) €eR*:0<x<2 A x/a>y >0}

Ponadto, dla a € (0, 2] mamy A = D, oraz A = () dla a < 0. W gtéwnym przypadku

2 x/a52 2522
1—FT(a):/O/0 Za:ydydx:/o g%y

Ostatecznie, gestosé T jest okreslona dla a € (2,00) i jest dana wzorem

= —atde = —a°| =—=.

z/a 2 5 1 2 4
0 0 8a? 8a? o a?

fr(a) = Fr(a) = (1 _ 4)/ _ 8

a? a3’

13 Inna metoda obliczania gestosci T

Gestosé zmiennej T wyliczymy jeszcze korzystajac z twierdzenia 9.1. Przyjmijmy
wiec, ze
p(r,y) = (z/y,y) oraz (T,5) = ¢(X,Y).
Wtedy
0 t,s) = (ts, 5).

Wobec tego, jakobian ¢! jest réwny

=] g 1] =

s t
01

Musimy jeszcze wyliczy¢ o|D]. Zauwazmy, ze nieréwnosci 0 < y < x/2 < 1 defi-
niujace D mozna zapisa¢ w postaci

2
2<£<— oraz 0 <y <1.
y oy
Stad
2 2 2 2
oD ={(t,s) e R":2<t<-NO0<s<1}={(t,s) €R :2<t/\0<s<¥}.
s
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Zgodnie z twierdzeniem 9.1, gestos¢ fr g pary zmiennych T, S jest okreslona na
¢[D] i jest dana wzorem

Frs(ts) = Fra(@™(t,9)) - (67 (1 5) = ()’ -5 = 2™

Dla t > 2 z wzoru na [D] gesto$¢ brzegowa fr jest rowna

2/t § 1 2/t

_ 9024 5. Lo _ 9
fT(t)—/O 4753 ds 4753 . =

i jest okreslona na potprostej (2, 00).
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