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1 System typéw prostych wg Curry’ego

1.1 Podstawowe pojecia i notacja

Zapis M : o bedziemy uwazaé za stwierdzenie, ze ,term M jest typu o”. W takim
kontekscie M zwykle bedzie termem rachunku A, czasem nieco zmodyfikowanym,
a o — typem. Czasem zapis ten bedzie rozumie¢ jako pare uporzadkowang ztozong
z termu M i typu o.

Typy beda napisami zbudowanymi ze zmiennych typowych, zbiér zmiennych
typowych bedziemy oznacza¢ symbolem V| oraz z symbolu —. Zbior typow T
bedzie najmniejszym zbiorem zawierajacym V i speliajacym warunek

jezeli o,7 € T, to (0 — 7) € T.



Zapisujac typy bedziemy opuszczaé niepotrzebne nawiasy. Przyjmujemy, ze napis
o1 — 09 — 03 oznacza typ (o1 — (09 — 03)).

Kontekstem nazywamy skonczony i jednoznaczny zbiér par postaci = : o, gdzie
x jest zmienng rachunku A, a o — typem. Kontekst I' musi wiec spetnia¢ warunek

jezeli x 1 01, ¢ : 09 €1, to 09 = 03.

Konteksty sa wiec funkcjami, bedziemy tez w odniesieniu do kontekstow stosowacé
notacje zwiazane z funkcjami. Tak wiec I'(x) = o oznacza, ze x : 0 € I, dom(I") to
dziedzina T, czyli zbiér zmiennych wystepujacych w I', T'[dom(T")] to zbi6r wartosci
przyjmowanych przez I', albo typéw wystepujacych w I'. Zapis I',x : ¢ oznacza
ru{z:o}.

1.2 Relacja typowania a la Curry
Zdefiniujemy teraz relacje I' = M : o, gdzie I' jest kontekstem, M — termem

rachunku A, a o — typem. Jest to najmniejsza relacja majaca nastepujace wtasnosci:
'e:ocFM:1 '-M:0—7, I'EN:o
Fx:okax:0 T'FXxM:0—7 I'-MN :t

W powyzszej definicji termy powinny by¢ rozumiane jako klasy abstrakcji re-
lacji a-konwersji.

2 Semantyka mnogosciowa typow prostych

2.1 Semantyka pojecia typu

Wartosciowaniem zmiennych typowych nazywamy dowolng funkcje € przyporzad-
kowujaca zmiennym niepuste zbiory. Dalej bedziemy rozwaza¢ ustalone wartoscio-
wanie zmiennych typowych i parametr £ bedzie pomijany. Za to zbiér przyporzad-
kowany zmiennej o bedziemy oznaczaé¢ symbolem [|a|]. Mamy wiec [|a|] = &(a).

Funkcje [| - |] okreslong dla zmiennych typowych rozszerzamy teraz do funkcji
okreslonej dla wszystkich typow prostych przyjmujac, ze

[lo— =[] = (I},

Tak wiec znaczeniem typu o — 7 jest zbiér wszystkich funkeji catkowitych okre-
$lonych na zbiorze [|o|] 1 przyjmujacych wartosci zbiorze [|7]].
Mozna mysleé¢, ze symbol [|7|] oznacza zbidr wszystkich rzeczy typu 7.

2.2 Semantyka pojecia termu
2.2.1 Wartos$ciowanie zmiennych

Wartosciowaniem zmiennych (wystepujacych w A-termach) nazywamy dowolng
funkcje okreslong na zbiorze zmiennych. Czesto przyjmuje sie, ze warto$ciowanie
jest okreslone dla niektérych zmiennych, na przyktad dla zmiennych wystepujacych
w rozwazanym termie. Moze by¢ tez okreslone dla wszystkich zmiennych.

2.2.2 Zgodnosé z deklaracjami i kontekstami

Wartosciowanie h jest zgodne z deklaracja x : o, jezeli h(x) € [|o]].

Wartosciowanie h jest zgodne z kontekstem I'; jezeli jest zgodne z wszystkimi
deklaracjami tego kontekstu. Wtedy mozemy tez powiedzie¢, ze wartosciowanie
spetnia kontekst. Fakt ten zapiszemy symbolicznie jako h =T



2.2.3 Wartos$¢ termu

Zdefiniujemy teraz warto$¢ termu, albo jego znaczenie, czyli to, co term ozna-
cza. Wartos¢ termu zalezy od wartosciowania zmiennych, okreslajacego wartosci
poszczegdlnych zmiennych. Warto$¢ termu M przy wartosciowaniu h bedziemy
oznacza¢ symbolem (M)y,.

Potrzebne nam bedzie symbol h(z — a) oznaczajacy funkcje, ktéra argumen-
towi x przyporzadkowuje @, a innym argumentom — te same wartosci, co h (od-
powiednio zmieniamy wartos¢ h(z) lub powiekszamy dziedzine h o x przyjmujac
jednoczesnie, ze h(z) = a).

Wartosé termu chceieliby$my zdefiniowa¢ indukeyjnie, przez indukcje ze wzgledu
na budowe termu, przyjmujac, ze

1) (x)p = h(x), czyli wartoscia zmiennej x przy wartosciowaniu h jest h(zx),

2) (MN), = (M)n({N)n), a wiec wartos¢ aplikacji M N jest wartoscia funkcji
(M), dla argumentu (N)p,

3) (Ax.M)p(a) = (M)pz:=q), to znaczy, (Az.M);, jest funkcja przyjmujaca dla
argumentu a wartos¢ (M)p(z—.aq).-

Nietrudno dostrze¢, ze ta definicja jest mato precyzyjna i budzi wiele wat-
pliwosci. Oddaje jednak dos¢ dobrze to, co chcemy zrobi¢. Dalej mozna znalezé
formalnie poprawng definicje wartosci termu.

2.2.4 Dokladniejsza definicja wartosci termu
Zdefiniujemy teraz relacje R o pieciu wspotrzednych
(h, T, M, o, a)
takich, ze
1) T jest kontekstem,

2) h jest wartosciowaniem zmiennych okreslonym przynajmniej dla zmiennych
wystepujacych w I' (czyli dom(T") C dom(h)), spelniajacym T,

3) M jest A-termem,
4) o jest typem,
5) oraz a € [|o]]

Ostatni element powyzszej piatki w koncu okaze sie wartoscig termu M przy war-
tosciowaniu h.
Niech R bedzie najmniejszg relacja spetniajaca nastepujace warunki:

1) jezeli x € dom(I') oraz h =T, to
(h,T,2,T(z),h(z)) € R,

2) jezeli (h,I',M,0 — 7, f) € R oraz (h,I', N,0,a) € R, to
(h,I', MN, T, f(a)) € R,

3) jezeli f jest funkcja okreslong na [|o|] taka, ze dla wszystkich a € [|o|] za-
chodzi (h(x — a),(T,z:0), M, T, f(a)) € R, to

(h,T, e M,o0 — 7, f) € R.



Lemat 2.1 Jezeli ' = M : o, to dla kazdego wartosciowania h okreslonego na
dom(I") i spetniajgcego T istnieje dokladnie jedno a € [|o|| takie, Ze do relacji R
nalezy pigtka (h,I', M, 0,a).

Dowéd. Standardowy dowdd indukceyjny przez indukcje wynikajaca z definicji
relacji typowania. O

Powyzszy lemat pozwala zdefiniowaé¢ warto$¢ termu dla wszystkich termow
majacych typ i wartosciowan. Dokladniej, majac dane wartosciowanie zmiennych
h, kontekst I' zgodny z h i term M taki, ze I' M : o, mozemy zdefiniowa¢ wartosé
(M), termu M przy wartosciowaniu h przyjmujac, ze

(M)p = f & (h,T, M, 0, f) € R.

Poprawnos¢ tej definicji jest konsekwencjg przytoczonego lematu.

2.3 Semantyka relacji typowania

W tej chwili podstawowa trudnos$¢ polega na rozroznieniu dwéch sytuacji, pierw-
szej: gdy wykazalismy, ze w kontekscie I' term M ma typ o (gdy ' F M : o), i
drugiej, ze rzeczywiscie w kontekscie I' term M jest typu o. Ta druga sytuacja wy-
maga doprecyzowania, ustalenia symboliki, a nawet zwrotow jezyka naturalnego
uzywanych do jej przedstawienia. W tej sytuacji bedziemy pisaé, ze I' = M : o
i bedzie to znaczy¢, ze dla kazdego wartosciowania zmiennych h zgodnego z T,
warto$¢ termu M przy wartosciowaniu h jest rzeczywiscie typu o, a doktadniej
nalezy do [|o|] (czyli (M), € [|o]]).
Zapisujac przytoczong definicje w sposéb sformalizowany otrzymujemy

TEM:o < Vh (hi=y = (M), € [lo]]).

2.3.1 Twierdzenie o poprawnosci

Majac semantyke fajnie byloby dowies¢ twierdzenie o pelnosci, a przynajmniej
o poprawnosci. Z twierdzenie o petnosci moze by¢ problem. Za to twierdzenie o
poprawnosci jest oczywiste. Dla semantyki mnogosciowej mamy bowiem

Twierdzenie 2.2 (o poprawnosci) JezeliI'+-M :0, tol' =M : 0.

Dowéd. Jest dosé oczywista konsekwencja lematu 2.1, w wladciwie pewna jego
wersja. O

2.3.2 Jakis komentarz i przyktad

Chyba niewiele z tego wszystkiego wynika. Gléwny wniosek jest moze taki, ze
znana z A-rachunku operacja aplikacji w pewnym zakresie, po ograniczeniu si¢ do
termow majacych typ prosty, rzeczywiscie odpowiada operacji liczenia wartosci
funkcji. Tak wiec funkcyjne intuicje zwiazane z rachunkiem A sg w jakiejs mierze
uzasadnione.

Z drugiej strony, pewien niepok6j moze budzié fakt (zreszta dos¢ trudny do
zinterpretowania), ze znaczeniem termu w przedstawionej semantyce jest funkcja
catkowita. Moze sugerowaé rozbieznos¢ miedzy rachunkiem lambda z typami i
obliczalnoscia.

W koncu, udato nam si¢ w przypadku A-rachunku zastosowaé¢ pewna metode
znang z logiki matematycznej, pozwalajaca na analizowanie tego, co mozna dowies¢
w rachunku formalnym.



Przyjrzyjmy sie jeszcze pewnej konkretnej semantyce mnogosciowej. Wybie-
rajac wartosciowanie & zmiennych typowych i definiujac znaczenie najprostszych
typéw mozemy przyjaé, ze {(a) = {a}. Wtedy kazdy typ jest reprezentowany
przez jeden przedmiot, wszystkie zbiory [|o|] sa jednoelementowe, jedyny element
zbioru [|o|] mozna nawet utozsamiaé z typem o. Ewentualnie mozna przyjaé, ze
napis a — (3 oznacza funkcje okreslong tylko dla elementu « i przyjmujaca dla je-
dynego mozliwego argumentu wartosé¢ 3. Wtedy moznaby napisaé, ze [|o|] = {o}.
Dla takiej semantyki i termu M takiego, ze I' = M : ¢ i dla wartosciowania
h(z) = I'(x), zgodnie z twierdzeniem o poprawnosci, mamy (M), = o. Krétko
mowigc, wartoscig termu moze by¢ jego typ.

3 Inna semantyka

3.1 Wartosci termow

Tym razem warto$ciowania beda funkcjami przyporzadkowujacymi zmiennym ja-
kies A\-termy. Mozemy zaktada¢, ze wartosciowanie na ogdt zmiennej x przyporzad-
kowuje x i jest skonczenie wiele wyjatkow od tej reguty.

Za wartosé¢ (M), termu M przy wartosciowaniu h bedziemy teraz uwazaé wynik
jednoczesnego podstawienia w termie M za jego zmienne wolne termow przypisa-
nym im przez wartosciowanie h. Tak wiec w zasadzie mamy

(M), = M[xq := h(z1), 3 := h(x2), ..., x, = h(x,)],

przy czym {xy,xs,...,x,} = FV(M). Musimy jednak pamietac, ze nie kazde pod-

stawianie moze by¢ wykonane. W razie potrzeby zapewniamy sobie wykonalnos¢

podstawiania zastepujac term M odpowiednim termem a-konwertowalnym do M.
Jak wida¢, zgodnie z przyjeta definicja, wartoscia termu jest inny term.

3.2 Semantyka pojecia typu

Oczywiscie, najpierw powinnismy zdefiniowa¢ warto$ciowanie zmiennych typowych
¢ i zbiory [|a|] = () dla wszystkich zmiennych typowych «. Zostawimy sobie to
jednak na pézniej. Ustalmy jednak, ze wartosci £(a) beda zbiorami terméw.

Zdefiniujmy teraz operacje = odpowiadajacg symbolowi —. Dla danych zbio-
row terméow A i B przyjmujemy, ze

A=B = {FelA: VM e AFM € B}.

Operacja ta umozliwia rozszerzenie warto$ciowania ¢ do funkcji okreslonej na
wszystkich typach. Wystarczy przyjac, ze

la = Bl = llad] = [I51]

Na razie powinno wystarczy¢ nam tyle szczegotow dotyczacych definicji zbiorow
[|o]]. Znajac te zbiory mozemy wyjasni¢ znaczenie relacji typowania tak, jak jest
to zrobione w rozdziale 2.3.

3.3 Wstep do twierdzenia o poprawnosci

Lemat 3.1 Zachodzi nastepujgcy fakt: T,z o0 = x : 0.

Dowdd. Lemat jest wlasciwie oczywisty. jezeli wezmiemy h spetniajace kontekst
[, z : o, to dla niego w szczegblnosci bedzie zachodzi¢ h(z) € [|o|]. Stad wynika,
ze (x)p = z[x := h(z)] = h(z) € [|o]]. O



Lemat 3.2 Jezelil' EM :0 -7 orazT' EN:o, tol' = MN : 7.

Dowdéd. Mamy dowies¢, ze dla kazdego wartosciowania h spetniajacego I' zachodzi
warunek (M N);, € [|7]].

WeZzmy wiec wartoSciowanie h spelniajace I'. Z zalozen wynika, ze (M), €
[lo — 7|] = [|lo|] = [|7|] oraz (N),, € [|o]|]. Definicja operacji = pozwala stwierdzi¢,
ze (MN)p = (M)n(N)p € [I7]]. O

Lemat 3.3 Przypusémy, Ze rozwazana semantyka spetnia nastepujocy warunek
dla wszystkich typow o i T, a takze dla wszystkich termow P i A:

jezeli A € [|o|] oraz Ply:= A] € [|7]], to (A\yP)A € [|7]]. (1)
Wtedy warunek I', x : o |= M : 7 pocigga za sobg, ze I' = e M 10 — 7.

Dowdéd. Aby dowiesé, ze I' = Az M : 0 — 7 bierzemy dowolne wartosciowanie h
spetniajace I'.

Naszym celem jest wykazanie, ze (\x M), € [|o — 7| = [|o|] = [|7]]. Wezmy
wiec dowolny term A € [|o|] i sprébujmy dowiesé, ze (Ax M), A € [|7]].

Jezeli mamy wartosciowanie h i term A, to mozemy zadbaé¢ o podstawialno$é
potrzebnych wartosci h w termie Az M, a takze termu A w M, odpowiednio a-
konwertujac term M. W szczegolnosci, powinno by¢ mozliwe wyliczenie wartosci
(Ax M)}, przez wykonanie odpowiedniego podstawiania.

Najpierw nieco zmienimy h i bedziemy rozwazaé¢ wartoSciowanie h(z — A)
(patrz str. 3). Nietrudno zauwazy¢, ze h(z — A) spelia kontekst I', z : 0. Dzigki
temu, z zalozenia, otrzymujemy, ze (M)y(z—a) € [|7]].

Zauwazmy, ze

(M) hz—a) = (M)plz = Al.

Wynika to stad, ze zmienna x nie jest wolna w termach h(z;) dla x; € FV(Ax M),
w przeciwnym razie te termy nie bylyby podstawialne w Ax M. W tej sytuacji
liczenie wartosci (M), nie powoduje pojawienia si¢ nowych wystapien x, poza
istniejacymi caty czas w M.

Wobec tego, (M)y[z := A] € [|7]]. Teraz zalozona wlasno$¢ semantyki impli-
kuje, ze takze (A\x (M),)A € [|7]]. Aby w tej sytuacji zakonczyé dowdd wystarczy
zauwazy¢, ze Az (M), = (Ax M),. Wynika to ze znanej wtasnosci podstawiania.
O

Od razu zauwazmy, ze lemat 3.3 nie jest precyzyjnie sformutowany, a jego do-
wod zawiera tylko schemat pewnego rozumowania, ktére z konkretnej sytuacji mo-
ze znalez¢ zastosowanie. Latwo zgadnaé, ze trzy powyzsze lematy powinny umozli-
wi¢ uzasadnienie twierdzenia o poprawnosci semantyki, zawierajg fragmenty przy-
sztego indukcyjnego dowodu tego twierdzenia. Najpierw jednak musimy uzupetnic¢
wszystkie definicje i rozumowania.

Moznaby przyjaé, ze £(a) jest zbiorem wszystkich mozliwych terméw. W ten
sposob otrzymaliby$Smy semantyke, z ktorej nie wynikatoby nic ciekawego.

Y a4

4 Silna normalizowalnosé

Jedno z zastosowan semantyki przedstawionej w poprzednim rozdziale dotyczy sil-
nej normalizowalnosci. Mozemy przyjac, ze wartosciowanie ¢ zmiennych typowych
dowolnej zmiennej a przypisuje zbiér &(«) wszystkich terméw silnie normalizowal-
nych. Pozwala to zdefiniowaé¢ semantyke i chcieliby$my dla niej dowiesé¢ twierdzenie
o poprawnosci. Pozwolitoby to réwniez dowiesé twierdzenie o silnej normalizowal-
nosci.



4.1 Pojecie silnej normalizowalnosci

Term M jest silnie normalizowalny, jezeli nie mozna go redukowa¢ w nieskonczo-
nos¢, a wiec jezeli nie istnieje taki nieskonczony ciag termow, ktory zaczyna sie
termem M i kazdy kolejny wyraz tego ciggu powstaje w wyniku f-redukcji wyrazu
poprzedniego.

Zbiér wszystkich termow silnie normalizowalnych bedziemy oznaczaé symbo-
lem SN.

Mamy dos$¢ oczywisty sposob badania, czy term jest silnie normalizowalny,
wyrazony w nastepujacym lemacie:

Lemat 4.1 Przypusémy, ze mamy term M, w ktorym jest n redekséow. Dla i =

1,...,n niech M; oznacza term otrzymamy w wyniku redukcyi i1-tego redeksu w
termie M. Wtedy term M jest silnie normalizowalny wtedy i tylko wtedy, gdy dla
1 =1,...,n wszystkie termy M; sq silnie normalizowalne. O

4.2 Definicja interesujgcej nas semantyki

Semantyka ta wlasciwie juz zostata zdefiniowana.
Rozwazamy warto$ciowanie zmiennych typowych (o)) = SN i w sposéb opisany
w rozdziale 3.2 wartosciowanie to rozszerzamy do funkcji [| - || spetniajacej warunek

lo = 7] =Tlel] = [I71]
Symbol = oznacza operacj¢ zdefiniowanag wzorem
A=B = {FeA: VM e AFM € B},

okreslong dla zbiorow A i B ztozonych z termow.

Oczywiscie, zbiory [|o|] sa zbiorami terméw, by¢é moze mozna mysleé, ze sg
zbiorami tych termoéw, ktore moga by¢ typu ogdlniejszego niz o. Przyjrzyjmy si¢
kilku przyktadom.

Termy = (x to zmienna), zz, I = Axz, w = Az xz sa silnie normalizowalne, a
wiec naleza do SN, czyli do [|a|] dla dowolnej zmiennej typowej «. To samo dotyczy
termow rrww oraz wrww. Termy x, xx oraz I naleza takze do zbioru SN = SN,
czyli do zbioréw postaci [|a — «f], ale term w do tego zbioru nie nalezy. Z kolei
term [ nie nalezy do zbioru SN = (SN = SN) = [|Ja — a — «l]. Zwr6émy uwage,
ze niektore z tych terméw maja typ, inne — nie maja.

Wartos¢ termu zostata zdefiniowana w rozdziale 3.1. Zgodnie z tamta definicja
warto$ciowania zmiennym przypisuja termy, a warto$é¢ termu M przy wartoscio-
waniu h jest dana wzorem

(M), = M[xy := h(z1), 2 := h(z2), ..., x, = h(x,)],

przy czym {xy,xo,...,x,} = FV(M).

OdpowiedZ na pytanie, czy jest to sensowna semantyka, caly czas wymaga
jeszcze sprawdzenia, czy przy przyjetych definicjach daje sie dowies¢ twierdzenie
o poprawnosci. Na razie sprobujemy wyobrazi¢ sobie dowdd twierdzenia o silnej
normalizowalnosci.

4.3 Twierdzenie o silnej normalizowalnosci

Twierdzenia o silnej normalizowalnosci wymaga dwoch faktéw o naszej semantyece,
a mianowicie twierdzenia o poprawnosci i nastepnego lematu.

Twierdzenie 4.2 (o poprawnos$ci) JezeliI'FM : 0, toT' =M : 0.



Lemat 4.3 Dla kazdego typu o, zbior [|o|] jest zawarty w SN i nalezg do niego
wszystkie zmienne, czyli V C [|o|] € SN.

Dowody tych faktéw zostana przedstawione poédzniej, teraz wyprowadzimy z
nich nastepujace

Twierdzenie 4.4 (o silnej normalizowalnosci) Jezeli term ma typ w pewnym
kontekscie, to jest on silnie normalizowalny.

Dowdéd. Wezmy term M i zalézmy, ze udato si¢ wykazac, ze w konteksécie I' ma
typ o (czyli I' = M : o). Z twierdzenia o poprawnosci 4.2 wynika, ze fakt ten jest
prawdziwy w rozwazanej semantyce, a wiec I' = M : 0.

Niech ¢ oznacza teraz indentycznos$ciowe wartosciowanie zmiennych (i(z) = x
(przynajmniej) dla z € FV(M)). Lemat 4.3 implikuje, ze wartosciowanie ¢ spelnia
wszystkie deklaracje, takze z kontekstu I' (a wiec ¢ = I"). Wobec tego,

M = (M), € [lo]].

Korzystajac raz jeszcze z lematu 4.3 otrzymujemy, ze M jest termem silnie nor-
malizowalnym, gdyz M € [|o|] C SN. O

4.4 Jak dowie$é¢ zalozenie z lematu 3.3

Szkic dowodu twierdzenia o poprawno$ci jest juz nam znany z rozdziatu 3.3. Aby
ten szkic przeksztatci¢ w poprawny dowdd w pierwszym rzedzie nalezy jako$ do-
wie$¢ whasnos$é (1), czyli jedno z zalozen lematu 3.3. Podejmiemy teraz probe
przeprowadzenia najzwyklejszego dowodu tej wtasnosci. Mozna si¢ spodziewac, ze
w dowodzie zostanie wykorzystana indukcja ze wzgledu na budowe typu 7 i jakos
sobie poradzimy z pierwszym krokiem dowodu.

Aby przeprowadzi¢ dowdd drugiego kroku dowodu indukcyjnego, powinnismy
wziaé¢ dwa termy A i P, zatozy¢, ze Plx := A] € [|11]] = [|72]] i sprébowaé wykazad,
ze (Ax P)A € [|11]|] = [|72]]. W tym celu zapewne skorzystamy z definicji operacji
=, wezmiemy wiec term B i bedziemy dowodzi¢, ze

jezeli Ply:= A|B € [|n|], to (A\yP)AB € [|n]].

Ta wlasnos¢ przypomina zatozenie indukcyjne, ale jednak ma bardziej ztozong
postac. Latwo tez zauwazy¢, ze gdyby 7o byt typem funkcyjnym, to préba dowodu
powyzszej wlasnosci wymagataby odwotania sie do implikacji

jezeli Ply := A]BC € [|13]], to (Ay P)ABC € [|73]]

dla pewnego C. Wszystko to wskazuje na konieczno$¢ skomplikowania wlasnosci
potrzebnej nam w dowodzie lematu 3.3.

W dowodzie twierdzenia o silnej normalizowalnosci korzystaliSmy tez z faktu,
ze zmienne naleza do zbioréw reprezentujacych typy (patrz lemat 4.3). Nietrudno
zauwazy¢, ze aby wykazaé, ze x € [|m1|] = [|72|], powinni$my wiedzieé¢, ze A €
[|72]], & to z kolei wymaga wtasnosci zAB € [|r3]] itd.

4.5 Zbiory nasycone

Rozwazania z poprzedniego rozdziatu uzasadniaja wprowadzenie zbioréw nasyco-
nych.
Zbior terméw X C SN nazywamy nasyconym, jezeli



1) do X naleza termy postaci x M; ... M, dla dowolnej zmiennej z, dowolnego
n > 0 1 dowolnych terméw My, ..., M, € SN, w szczegdlnosci X zawiera
wszystkie zmienne A-rachunku,

2) z tego, ze Mylx := Mi|M, ... M, € X wynika, O(A\x My) MM ... M, € X,
dla dowolnego n > 1 i dowolnych termoéw M, ..., M, € SN.

Zbiory nasycone maja dwie wazne wlasnosci:

Lemat 4.5 Zbior SN termow silnie normalizowalnych jest nasycony.

Dowadd.
O

Lemat 4.6 Jezeli A i B sq zbiorami nasyconymi, to A = B tez jest zbiorem
nasyconym.

Dowadd.
O

4.6 Whnioski o nasyconosci i twierdzenie o poprawnosci

Whniosek 4.7 Dia kazdego typu o 2bidr [|o|] jest nasycony.
Dowdd. Jest to oczywisty wniosek z dwoch powyzszych lematow. O

Whniosek 4.8 (wladciwie lemat 4.3) Dla kaZdego typu o, zbior [|o|] jest zawar-
ty w SN i nalezg do niego wszystkie zmienne, czyli V C [|o|] € SN.

Dowéd. Sa to dwie oczywiste wtasnosci zbioréw nasyconych. O

Whiosek 4.9 (krétka wersja lematu 3.3) Warunek I', x : 0 = M : 7 pocigga
za sobg, Ze ' = Xe M 10 — T.

Dowdéd. Wystarczy, ze uzupelnimy dowod lematu 3.3 o wyprowadzenie wtasnosci
(1) stwierdzajacej, ze dla wszystkich typéw o i 7, a takze dla wszystkich termoéw
PiA

jezeli A € [|o|] oraz Ply:= Al € [|7]], to (AyP)A € []].
Wezmy wiec typy o i 7, termy P oraz A i zalézmy, ze A € [|o|]. Na mocy wniosku
4.8 term A jest silnie normalizowalny. W tej sytuacji implikacja

jezeli Ply:=A] € [|7]], to (AyP)A € [|7]].
jest czescia definicji zbioru nasyconego i wynika z wniosku 4.7. O

Twierdzenie 4.10 (o poprawnosci 4.2) Jezelil'FM : 0, toI' =M : 0.

Dowéd. Twierdzenie to dowodzimy przez indukcje ze wzgledu na budowe ter-
mu M. Kolejne kroki dowodu wynikaja z lematéw 3.1 1 3.2 oraz z wniosku 4.9. O

I tak uzupemilismy wszystkie szczegdélty w dowodzie twierdzenia o silnej nor-
malizowalnosci.



