Pierwsze prace dotyczace kwantyfikatoréw zostaly napisane przez Fregego (1879) i Peirce’a
(1885). W tej drugiej pracy kwantyfikatory zaczely byé¢ oznaczane symbolami Y i [] i ta
symbolika utrzymywata si¢ dos¢ dtugo.

1 Reguly dowodzenia

1.1 System dowodoéw zaltozeniowych

Reguta odrywania (RO):
p=Pp
e
Reguty dotyczace koniunkcji:

0, eNY P AY
oAy T

Reguty dotyczace alternatywy:

® (0 eV,
VY oV v

Reguty dotyczace rownowaznosci:

e=V,Yv=>0 eesUv psY
e T o=v¢ Y=o

Reguly dotyczace kwantyfikatora ogblnego (pierwsza to reguta dotaczania (DO) tego kwan-
tyfikatora, druga — opuszczania):
@ Vay
Vzp'  plr—t]

Regutly dotyczace kwantyfikatora egzystencjalnego:

plr — ] Az

)

Az olr — ]

W ewentualnych rozszerzeniach systemu moga si¢ pojawic kolejne reguty: np. reguty wtérne
(jezeli ¢ = 1 jest twierdzeniem, to @ jest reguta wtorna), reguty dotyczace definicji oraz

, t=s . o Py
rownosci, np. L, pozwalajaca pewne wystapienie termu ¢ w formule ¢ zastapi¢ rownym

e[t/ /s]

termem s.

1.2 System logiczny z ksigzki Schoenfielda

W tym systemie postugujemy sie dwoma spojnikami V oraz —, i kwantyfikatorem 4. Formute
zapisang za pomocq innych znakéw uwazamy za skrot i najpierw przeksztatcamy po to, by
wyeliminowa¢ niewtasciwe znaki. Pelny system jest systemem z réwnoscia, jego aksjomaty
wyrazaja réwniez wtasnosci réwnosci.



1) Aksjomaty:
-V, plr—t=3Jrp, x=nux,

ri=yp = (= @ =y = (fler, . m0) = fyr, ) -0,
r1=y= (.. = @ =y = P, 2) = P, Yn)) - )
2) Reguly dowodzenia:

0 eV eV@EHVE oV, npVE © =1
eVyY o 7 (pVyY)VE YyvE T (Bre) =

(pod warunkiem, ze x nie jest zmienna wolna w ).

1.3 System logiczny Lukasiewicza

To system formalizujacy rachunek zdan, a wiec bez kwantyfikatorow. Mamy dwa spojniki
pierwotne = oraz — i definicje pozostatych spéjnikow:

VY = (2p) =Y,

Ay = 2((mp) V (=),
e = (p=>Y) A=)

1) Aksjomaty:

(=)= (=9 = E=1Y), (v=¢)=¢), p=(p=1).

2) Reguly dowodzenia:

p:=1, ¢ "
/el T elp ]

reguta odrywania RO.

1.4 System logiczny z pracy (odla

Godel korzysta z dwoch spojnikéw — i V oraz kwantyfikatora V. Dopuszcza takze stosowanie
skrotéw, np. formute ze spojnikiem =- uwaza za skrocong wersje znanej formuty z definicji
implikacji. Postuguje sie jednak bardzo skomplikowanym systemem, ktory jakos sie wigze z
Principia Mathematica Bertranda Russela i taczy w sobie logike, arytmetyke i teori¢ mno-
gosci. Pojecie réwnosci jest w nim definiowane w pewien sposoéb w oparciu o zasade: dwie
liczby naturalne sa réwne wtedy i tylko wtedy, gdy maja identyczne wtasnosci. W rachunku
kwantyfikatoréw Godel postugiwal sie zapisami x [ ¢ oraz (Ex)p. Dalej przedstawiam czesé
logiczng tego systemu.

1) Aksjomaty:
e=>0eVe, eVe=p, oViY=>9yVe, (p=9)=(EVe=EVY),

(Vzp) = plr —t], (Vr(pV)) = (¢ V (Vo))

(ten ostatni pod warunkiem, ze zmienna x nie jest wolna w ¢).

2) Reguly dowodzenia: reguta odrywania RO i dotaczania kwantyfikatora ogdlnego DO.



2 Pojecie dowodu i twierdzenia

2.1 Podstawowa idea

Dowodem nazywamy ciag formut ¢q,... ¢, taki, ze kazda z formul jest albo aksjomatem,
albo wnioskiem otrzymanym z formul weczesniejszych za pomoca jednej z regut dowodzenia.

Twierdzeniami nazywamy formuty wystepujace w dowodach. Napis - ¢ oznacza, ze for-
mula ¢ jest twierdzeniem (rozwazanego) systemu logicznego. Dowodzi sie jednak, ze pojecie
twierdzenia nie zalezy od systemu logicznego (pod warunkiem, 7 jest to dobry system for-
malizujzcy logike klasyczna). Tak rozumiane twierdzenia nazywa sie takze prawami rachunku
kwantyfikatoréw (ewentualnie rachunku zdan), badz tezami tych rachunkéw.

Zbior twierdzen mozna tez zdefiniowac¢ jako najmniejszy zbiér formut zawierajacy aksjoma-
ty 1 zamkniety ze wzgledu na reguty wnioskowania (jezeli przestanki naleza do zbioru twierdzen,
to takze wnioski otrzymane za pomoca regul wnioskowania naleza do zbioru twierdzen).

W podany sposéb definiujemy dowody i twierdzenia w systemie z ksigzki Schoenfielda,
systemie Lukasiewicza i z pracy Godla.

Bedziemy takze rozwazaé teorie i twierdzenia teorii. Pojecie teorii bedziemy utozsamiac
ze zbiorem formul, formuly z tego zbioru nazywamy aksjomatami teorii (ewentualnie pozalo-
gicznymi w odrdznieniu od aksjomatéow logicznych). Dowodzac w pewnej teorii w dowodach
mozemy umieszczaC wszelkie aksjomaty tej teorii, logiczne i pozalogiczne. Aby wyrazié¢ fakt,
ze @ jest twierdzeniem teorii T, bedziemy pisa¢ 1" ¢.

2.2 Dowody zalozeniowe

Przypusémy, ze chcemy dowie$¢ formute p, ktora udalto si¢ przedstawi¢ w postaci

o1 = .. (on = ).

Wtedy mozemy przyjac, ze ¢1, . . ., ¢, sa zatozeniami dowodu, ¢ jest teza, a = jest zalozeniem
dowodu nie wprost.

W systemie zatozeniowym wszystkie reguty dotyczace kwantyfikatorow moga by¢ stosowa-
ne po spelnieniu pewnych — nie sformutowanych tutaj — warunkow.

Dowodem wprost nazywamy ciag 1, ..., formul, w ktérym kazda formuta jest albo
aksjomatem (logicznym i ewentualnie pozalogicznym), albo zatozeniem (ale nie zatozeniem
dowodu nie wprost), albo wezesniej udowodnionym twierdzeniem, albo tez wnioskiem z formut
poprzednich.

Dowodem nie wprost nazywamy ciag 1, . .., formul, w ktérym kazda formuta jest albo
aksjomatem, albo zatozeniem, w tym zatozeniem dowodu nie wprost, albo wczesniej udowod-
nionym twierdzeniem, albo tez wnioskiem z formut poprzednich.

Dowodem wprost formuty p nazywamy dowdd wprost, w ktérym znajduje sie formuta .
Dowodem nie wprost formuty p nazywamy dowdd nie wprost, w ktérym znajduje sie pewna
formuta v i jej zaprzeczenie —y.

Formuta p jest twierdzeniem, jezeli ma dowod wprost lub dowdd nie wprost.

3 Szczegodly

Dalsze szczegdly wymagaja wprowadzenia kilku drobnych pojec.



3.1 Zasieg kwantyfikatora, zmienne wolne i zwigzane

Rozwazamy teraz formuly rozumiane jako ciagi znakéw: zmiennych, symboli funkcyjnych i
relacyjnych, statych, sp6jnikéw logicznych i kwantyfikatoréw, przecinkéw i nawiasow.

Nietrudno zauwazy¢, ze w kazdej formule po kazdym kwantyfikatorze (znaku V lub 3)
znajduje sie zmienna. Jezeli po pewnym kwatyfikatorze znajduje si¢ zmienna z, to o tym
kwantyfikatorze mowimy, ze wiaze zmienng x.

Zasiegiem kwantyfikatora (czyli znaku V lub 3 znajdujacego sie w okreslonym miejscu) w
formule ¢ nazywamy pewien fragment (podstowo) formuly 1, zdefiniowany zgodnie z naste-
pujacymi regutami:

1) jezeli formuta ¥ ma jedna z postaci: =1, @1 V @2, ©1 A P2, Y1 = Yo, Y1 < @, Oraz
kwantyfikator ten wystepuje w formule p; (odpowiednio: w 3), to jego zasiegiem w
jest jego zasieg w 1 (lub odpowiednio: ¢s),

2) jezeli formuta v jest postaci Jxp lub Vxy i interesujacy nas kwantyfikator wystepuje w
©, to jego zasiggiem w 1) jest jego zasieg w ¢,

3) jezeli formuta 1) jest postaci Jxp lub Vzp i interesujacy nas kwantyfikator jest pierwszym
znakiem 1), to jego zasiegiem w 1 jest formuta .

Wystapienie zmiennej x w formule ¢ jest zwiazane, jezeli znajduje sie¢ w zasiegu pew-
nego kwantyfikatora wiazgcego zmienng x. Pozostale wystapienia zmiennej x w formule v
nazywamy wolnymi.

Formute nazywamy zdaniem, jezeli zadna zmienna nie wystepuje w niej jako wolna.

3.2 Dokonczenie definicji systeméw logicznych

Moéwimy, ze term t jest podstawialny w formule ¢ za zmienng x, jezeli zadne wolne w ¢ wy-
stgpienie zmiennej x nie znajduje sie w zasiegu kwantyfikatora wiazacego jakakolwiek zmienng
wystepujaca w termie .

We wszystkich opisanych wyzej systemach logicznych, aksjomaty i reguty dowodzenia za-
wierajacych wyrazenie postaci ¢[x < t] moga by¢ stosowane w systemie pod warunkiem, ze
term t jest podstawialny w formule ¢ za zmienng .

W systemie zatozeniowym, regute dotaczania kwantyfikatora ogbélnego DO, ktéra jest po-

staci VL’ stosujemy tylko wtedy, gdy zmienna x nie jest wolna w zatozeniach dowodu. W
x

pozostatych systemach mozemy stosowa¢ regute DO bez ograniczen

Jx
Regule opuszczania kwantyfikatora szczegdtowego (egzystencjalnego) [7% w systemie
plr —c
zalozeniowym stosujemy w nastepujacy sposob:
1) term c jest postaci f(x1,...,z,), gdzie f jest symbolem funkcyjnym, a xi,...,x, sa

wszystkimi zmiennymi réznymi od x, ktére wystepuja jako wolne w formule ¢,

2) symbol funkcyjny f nie wystepuje ani w aksjomatach, ani w dowodzonej formule, ani w
napisanym juz fragmencie dowodu.



4 Spelnianie (prawdziwos¢) formul

Struktura nazywamy zbiér A (zwany uniwersum) z wyréznionymi elementami, funkcjami wie-
loargumentowymi przeksztatcajacymi A w A i relacjami w zbiorze A (takze wieloargumento-
wymi). Jezeli mamy dany pewien jezyk (a wiec zbiér symboli), to rozwazamy struktury dla
tego jezyka. Sa to struktury, w ktorych jest okreslone znaczenie wszystkich symboli jezyka.
Zmaczeniem stalej jest element uniwersum struktury, znaczeniem symbolu funkcyjnego — funk-
cja, a symbolu relacyjnego — relacja, o odpowiedniej (w obu przypadkach) liczbie argumentéw.
Wartosciowaniem zmiennych w strukturze o uniwersum A nazywamy dowolng funkcje przy-
porzadkowujaca zmiennym elementy zbioru A.
Symbolem ¢[h] oznaczamy wartosé¢ termu t przy wartosciowaniu h. Pojecie to definiujemy
wzorami
C jezeli t = ¢,
tlh] = ¢ h(x) jezeli t jest zmienna z,
F(tl[h], c. ,tn[h]) Jezeh t = f(tl, NN 7tn)7

gdzie ¢ jest stalg, a C jest znaczeniem tej stalej w rozwazanej strukturze oraz f jest n-
argumentowym symbolem funkcyjnym, a F — znaczeniem tego symbolu w tej strukturze.

Méwimy, ze formuta ¢ jest spelniona w strukturze A przy warto$ciowaniu h (z zapisie
symbolicznym: A = ¢[h]), jezeli

1) ¢ =r(t1,...,t,) oraz (t1[h] ..., t,[h]) € R, gdzie R jest relacja w strukturze A odpowia-
dajaca symbolowi relacyjnemu 7,

2) ¢ = @1 V g oraz jedna z formul ¢; lub s jest spelniona w strukturze A przy warto-
$ciowaniu h (A | ¢1[h] lub A |= ¢1[h]),

3) ¢ = —) oraz formuta v nie jest spelniona w strukturze A przy wartosciowaniu h (A [~
e1[h]),

4) ¢ = Jxyp oraz w stukturze A jest spelniona formuta 1 przy pewnym wartosciowaniu h’
takim, ze h'(y) = h(y) dla wszystkich zmiennych y # = (A = ¢[h']) .

Formuta ¢ jest spelniona w strukturze A (A | ¢), jezeli jest spelniona w tej strukturze
przy kazdym wartosciowaniu.

Zdanie spelnione w pewnej strukturze przy pewnym wartosciowaniu jest w tej strukturze
spetnione.

Teorig nazywamy dowolny zbior formut. Elementy teorii T" nazywamy aksjomatami teorii
T.

Struktura A jest modelem teorii T' (A = T'), jezeli kazdy aksjomat teorii T' jest spelniony
w strukturze A.

4.1 Twierdzenie Goédla o pelnosci (1929)

Twierdzenie 4.1 (o poprawnosci) Jezeli A jest modelem T, a ¢ jest twierdzeniem teorii
T, to formuta ¢ jest spelniona w strukturze A.

Twierdzenie 4.2 (o pelnodci) Jezeli formula ¢ jest spetniona w kazdym modelu teorii T,
to ¢ daje sie dowies¢ w teoris T



4.2 Przykltady teorii

Dobrym przyktadem pozwalajacym tatwo znajdowacé rozne przyktady jest teoria grup, czyli
teoria zapisana za pomocg symboli -, ~! oraz 1, zlozona z nastepujacych aksjomatow:

1) Vavy¥Va((z-y) -2 =z (y- 2)),
) Va(z-1=2A1l-2=ux),
3) Vae(x -zt =1A2"t -z =1).

Waznymi przyktadami beda rézne arytmetyki, na przyktad teoria ztozona z nastepujacych
aksjomatow:

1) Va(z +1#0),

2) VaVy(z+1=y+1=2=y),
3) Vo(x 4+ 0 =x),

4) VaVy(z + (y +1) = (z +y) + 1),
5) Vz(x-0=0),

6) VaVy(z - (y+1) =2 -y + x),

7) Vz(—z < 0),

8) VaVy(x <y+ 1l x<yVe=y),
9) VaVy(x <yVazx=yVy<zx).

Po dopisaniu do tej listy wszystkich aksjomatéw indukeji (czyli schematu indukc;ji)
(plz — 0] AVZ(p = plr — z+1])) = Vap

otrzymujemy arytmetyke Peano. Jest to podstawowy zbior aksjomatéw arytmetycznych, wta-
Sciwie jedyny uzywany.

Z historycznego punktu widzenia wazne sa teoria mnogosci Zermelo-Fraenkla (ZF) oraz
Principia Mathematica Bertranda Russela, bedace mnogosciowym rozszerzeniem arytmetyki.

4.3 Rodzaje teorii

Teoria T jest sprzeczna wtedy i tylko wtedy, gdy istnieje formuta ¢ taka, ze T ¢ oraz
TH Q.

Teoria 7' jest niesprzeczna, jezeli nie jest sprzeczna.

Teoria T jest zupelna, jezeli dla kazdego zdania ¢ albo T+ ¢, albo T+ —.

Lemat 4.3 Jezeli A jest strukturg, to teoria struktury A, czyli
{o: ¢ jest zdaniem oraz A = ¢},
jest niesprzeczna i zupeina.
Lemat 4.4 Nastepujgce warunki sg rownowazne:
1) teoria T jest sprzeczna,
2) istnieje zdanie @ takie, ze T+ o A —,

3) kazda formula jest twierdzeniem teorii T .



