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Maszyna Minsky’ego

Zacznijmy od sprecyzowania pojecia maszyny Minsky’ego. Bedziemy ja definiowaé
jako specyficzng maszyne Turinga.

1.1

Maszyna Turinga

Bedziemy rozwaza¢ maszyny Turinga:

)

z tasma wejéciowa i dwoma tasmami roboczymi, tasmy te beda jednostronnie
nieograniczone, beda wiec miaty pierwsza komorke, w ktorej bedzie stale
zapisana specjalna litera $ oznaczajaca poczatek tasmy. Glowice maszyny
Turinga nie potrafia pisa¢ tej litery, nie moga jej tez zmienié (zastapi¢ inna),
potrafig ja odczytac i jezeli ja widza, nie wykonuja ruchu w lewo.

stuzace do akceptowania danego stowa. W stowie tym nie moze wystepowac
symbol poczatku tasmy. Litery danego stowa sa zapisywane przed urucho-
mieniem maszyny w kolejnych komérkach tasmy wejsciowej, poczawszy od
drugiej. Glowica tasmy wejsciowe]j, widzac niezapisana komorke, nie wyko-
nuje ruchu w prawo.

ktore w kazdym momencie znajduja si¢ w pewnym stanie. Rozpoczynaja pra-
ce w stanie poczgtkowym. Akceptuja dane, jezeli podczas pracy w pewnym
momencie znajda sie w stanie akceptujacym.

dziataja zgodnie z ustalong relacja przejscia, ktora moze by¢ rozumiana jako
program (a wiec wykonuja program) bedacy skonczonym zbiorem rozkazéw.
Bywa, ze rozkazy sg zapisywane w postaci

Qz‘WT1T2—>S1S2RoR1R2Qj

(symbol — mozna wiec uznaé za oznaczenie relacji przejécia). Taki rozkaz
moze by¢ wykonany, gdy maszyna znajduje sie w stanie ¢; i obserwuje na
tasmie wejsciowej litere w, a na tasémach roboczych — odpowiednio litery r; i
ro. Jezeli jest wykonywany, to jego wykonanie polega na zapisaniu w obser-
wowanych komérkach tasm roboczych liter s; i s odpowiednio (zastapieniu
obserwowanych liter wskazanymi), przesunieciu gtowic w lewo lub w prawo,
badz pozostawieniu ich na swoim miejscu zaleznie od znajdujacych sie w
rozkazie wartoéci Ry Ry Rs i przejsciu do stanu ¢;. Oczywiscie, rozkazy mu-
sza spelnia¢ wyzej podane ograniczenia. Oprécz liter w rozkazach maszyny
Turinga wystepuje takze specjalny symbol B oznaczajacy zaleznie od kon-
tekstu albo pustg komorke, albo polecenie usuniecia z obserwowanej komoérki
zapisanej tam litery.

dziata zgodnie z nastepujaca zasada: sposrod swoich rozkazéw maszyna wy-
biera jeden, mozliwy do wykonania (niedetrministycznie) i wykonuje go, a
gdy nie jest to mozliwe, to zatrzymuje sie.

Maszyny Turinga (i pozostale) bedziemy utozsamiaé z programami opisujacy-
mi ich dziatanie. Jest to bardzo wygodne, ale aby bylo to mozliwe, majac dany
program powinnismy moéc ustali¢, ktory ze standéw jest poczatkowym i jakie stany
sg akceptujace.

Konfiguracja maszyny Turinga nazywamy trzy stowa utworzone z liter zapisy-
wanych na tasmach, symboli B i liter bedacych stanami maszyny (odpowiadaja-
cych stanom). Stowa te odpowiadaja poszczegdlnym tasmom. W kazdym wystepuje
doktadnie jeden symbol stanu, ten sam we wszystkich stowach. Maszyna znajduje



sie w danej konfiguracji, jezeli znajduje sie w stanie podanym w tej konfiguracji i na
poszczegblnych tasmach, przed komoérka obserwowana znajduja sie litery wymie-
nione w odpowiednim stowie przed stanem, a poczawszy od obserwowanej komorki
— litery wymienione po symbolu stanu. Symbol B jest rozumiany odpowiednio.
Konfiguracja ko(s) poczatkowa ze stowem s nazywamy konfiguracje, w ktérej
maszyna znajduje sie w wyrdéznionym stanie poczatkowym gy, na tasmie wejsciowej
jest zapisane stowo s, tasmy robocze sa puste (a wlasciwie zawieraja wylacznie
symbole poczatku tasmy, ktére pomijamy w konfiguracjach), a gltowice obserwuja
komorki znajdujace si¢ bezposrednio za komorkami z symbolem poczatku tasmy.
Taka konfiguracje mozna opisaé jako trojke (qos, goB, qoB) lub nawet (qos, qo, qo)-
Relacje przejécia maszyny Turinga rozszerzamy do relacji — w zbiorze konfi-
guracji. Zapis k1 — ks oznacza, ze maszyna znajdujaca w konfiguracji k1 po wyko-
naniu jednego z rozkazéw z jej programu przechodzi do konfiguracji ky. Symbolem
—* oznaczamy zwrotne i przechodnie domkniecie relacji — w zbiorze konfiguracji.
Méwimy, ze maszyna akceptuje stowo s (nad ustalonym alfabetem ) jezeli
ko(s) —* k dla pewnej konfiguracji k ze stanem akceptujacym. Jezeli M jest
maszyna Turinga, to L(M) oznacza jezyk akceptowany przez maszyne M, czyli

L(M)={se>¥": M akceptuje s}.

Opisany wyzej model maszyny Turinga jest réwnowazny kazdemu innemu sen-
sownemu modelowi maszyny Turinga. W zwiazku z tym mozemy si¢ nim réwnie
dobrze postugiwac, jak kazdym innym.

1.2 Maszyny Minsky’ego

Wydaje sie, ze maszyna Minsky’ego jest to maszyna Turinga, taka jak wyzej, ktora
na tasmach roboczych nie zapisuje zadnych symboli. Jej rozkazy majg wiec postaé

g w by 52—>b/1 blg Ry Ry Ry qj,

gdzie by, by, b, b, sa symbolami B lub symbolami poczatku tasmy $.

Pojecia opisujace maszyny Minsky’ego definiujemy tak, jak w przypadku ma-
szyn Turinga.

Maszyny Minsky’ego pozwalaja symulowa¢ maszyny Turinga. Wiadomo w szcze-
gblnodci, ze mamy

Twierdzenie 1.1 Istnieje redukcja f, ktora programowi P maszyny Turinga roz-
poznajgcej jezyk L, przyporzqadkowuje program f(P) maszyny Minsky’ego réwniez
rozpoznajqcej jezyk L. O

Takze problem stopu dla maszyn Turinga daje sie zredukowaé¢ do problemu
stopu dla maszyn Minsky’ego.

W dalszym ciggu bedziemy postugiwacé sie jeszcze bardziej uproszczonym mo-
delem maszyn Minsky’ego. Beda to maszyny bez tasmy wejsciowej. Beda tez wy-
konywac uproszczone rozkazy nastepujacych postaci:

¢t $ — (w prawo) g¢;,

¢; t B — (w prawo) gj,
¢t B — (w lewo) ¢;.

Rozkazy te analizuja zapis i przesuwaja gltowice tylko na jednej tasmie, znajdujace
sie w nich ¢ jest numerem tasmy, ktérej rozkaz dotyczy, t = 1, 2. Interpretacja tych
rozkazow jest, jak sadze, oczywista.



Przez konfiguracje uproszczonej maszyny Minsky’go bedziemy rozumie¢ tréojke
ztozong ze stanu maszyny i dwoch liczb naturalnych. Tak rozumiana konfiguracja
z liczbami m i n odpowiada zwyktlej konfiguracji, w ktorej gltowice tasm roboczych
obserwuja odpowiednio m-ta i n-ta z kolei pustg komorke, a gtowica tasmy wejscio-
wej — pierwszg. Konfiguracja poczatkows uproszczonej maszyny Minsky’ego jest
wiec trojka (qo, 1, 1). Inne pojecia opisujace prace takich maszyn definiujemy tak,
jak w przypadku zwyktych maszyn Minsky’ego lub maszyn Turinga.

Z uproszczong maszyng Minsky’ego wiaze si¢ problem akceptowania przez takie
maszyny, czyli pytanie, czy dana taka maszyna podczas pracy w pewnym momencie
znajduje sie w stanie akceptujacym. Problem ten jest formalizowany zwykle jako

jezyk

L, ={P: P jest programem dla uproszczonej maszyny Minsky’ego,
ktéra po uruchomieniu przechodzi do stanu akceptujacego }

(zamiast jezyka programéw mozna oczywiscie rozwazaé jezyk numerdéw progra-
moéw).

Niech L; oznacza jezyk zlozony z (numerdw) programéw dla maszyn Turin-
ga, ktore akceptuja stowo puste. Wiadomo, ze jezyk ten jest rozpoznawalny, ale
nierozstrzygalny. Powinno zachodzié¢

Twierdzenie 1.2 Jezyk L, redukuje sie do jezyka L,,. Wobec tego jezyk L, nie
jest rozstrzygalny.

Dowdd. Powinien korzysta¢ z tych samych idei co dowdd poprzedniego twierdze-
nia. O

2 Pies

Pies to taki stwor, ktory porusza sie po ptaszczyznie, zostawia po sobie zapach i
czasem szczeka. Poza tym, podobnie jak maszyna Turinga, zachowuje si¢ zgodnie
z okreslonym programem. Taki pies wydaje sie by¢ raczej robotem przypominaja-
cym psa, cho¢ Turing upierat sie, ze definiujac swoje maszyny opisal takze zasade
dzialania mézgu cztowieka, a wiec moze to jednak pies, a nie robot. (Przytoczo-
ny poglad Turinga jest waznym argumentem przemawiajacym za tezg Turinga-
Churcha: jezeli nasz mozg dziata jak maszyna Turinga, to trudno sobie wyobrazi¢,
ze (uzywajac mozgu) policzymy cos, czego nie da sie policzy¢ na maszynie Turin-
ga).

Plaszczyzna, po ktérej biega pies, sktada sie z pdl (komorek) o catkowitych
wspotrzednych. Pola tej ptaszczyzny moga by¢ albo bez zapachu, czyli puste lub
niezapisane, a wiec nieodwiedzone jeszcze przez psa, albo z zapachem, czyli zapisa-
ne, a wiec juz odwiedzone. Pola bez zapachu bedziemy uwazaé za pola z symbolem
B (takze przez analogie z niezapisanymi polami maszyn Turinga), z zapachem —
za pola z symbolem Z.

W kazdym momencie pies znajduje sie w jednym ze skonczenie wielu stanéw.
W niektérych stanach pies szczeka. Doktadniej: pies szczeka wtedy i tylko wtedy,
gdy znajduje sie w jednym ze stanéw ,szczekajacych”.

Zachowanie psa okresla program. Taki program jest wykonywany analogicznie,
jak program maszyny Turinga. Tym razem sktada si¢ jednak z dwoch rodzajow
rozkazow:

¢ B— Rgq; oraz ¢; Z — R g,

gdzie R opisuje przemieszczanie sie psa. Podane rozkazy sa wykonywane, gdy pies
znajduje sie w stanie ¢; i przebywa na polu, ktére nie pachnie (w przypadku pierw-
szego rozkazu), lub ktére juz posiada zapach (rozkaz drugi). Pies znajdujacy sie
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na jakim$ polu w wyniku wykonania rozkazu moze znalez¢é sie na jednym z czte-
rech pol sasiednich, albo znajdujach sie powyzej lub ponizej, albo tez znajdujacych
sie z lewej lub z prawej strony. Wykonanie tych rozkazéw polega na pozostawie-
niu zapachu (zapisaniu litery Z) na polu, na ktérym pies sie aktualnie znajduje,
przemieszczeniu si¢ na sgsiednie pole wskazane przez R i przejsciu do stanu g;.

Aby uprosci¢ programowanie bedziemy sie tez poshugiwaé ztozonymi rozkazami
postaci

in—>R1, RQ, ey an]

Rozkaz taki jest wykonywany, gdy pies znajduje w stanie ¢; i ,obserwuje” X (X =
B lub X = 7). Jego wykonanie polega na wykonaniu serii przej$¢ opisanych przez
Ry, Ry, ..., R,, przy czym drugi ruch i dalsze sa wykonywane bez wzgledu na
zapach pola. Taki rozkaz bez trudu daje si¢ wyrazi¢ za pomocg zbioru 2n — 1
rozkazéw podstawowej postaci.

W rozwazany przypadku konfiguracja bedziemy nazywaé¢ uklad obejmujacy:
stan psa, wspoétrzedne pola zajmowanego przez psa oraz wspoOtrzedne wszystkich
pachnacych pdl (zwykle powinno by¢ ich skoniczenie wiele). W konfiguracji poczat-
kowej ko pies znajduje sie w stanie poczatkowym na polu o wspéhrzednych (0,0) i
wszystkie pola sa bez zapachu.

Majac program, czyli odpowiednig relacje przejscia —, rozszerzamy ja do relacji
przejscia — w zbiorze konfiguracji, a nastepnie bierzemy zwrotne i przechodnie
domkniecie —* relacji — (w zbiorze konfiguracji). W razie potrzeby bedziemy
uzupetnia¢ symbole relacji o symbol programu wykorzystanego w definicji.

W dalszym ciagu bedziemy zajmowac si¢ problemem szczekania, czyli proble-
mem, czy pies zachowujacy sie zgodnie z danym programem P w pewnym mo-
mencie zaszczeka. Problem ten zwykle formalizuje si¢ jako jezyk £, ztozony z tych
programéw P opisujacych zachowanie psa, ktére powoduja, ze w pewnym momen-
cie pies zaszczeka. Jeszcze inaczej mozna L, zdefiniowac przyjmujac, ze

Pe L, 3k ky —p k Ak jest konfiguracja ze stanem szczekajacym.

Programy powinny by¢ tak rozumiane, aby jako$ z nich wynikato, ktéry stan jest
poczatkowy, i w ktorych stanach pies szczeka.

3 Zadanie
Zadanie, ktére mamy rozwigza¢, wymaga, by dowie$¢ nastepujace

Twierdzenie 3.1 Jezyk L,, mozna zredukowac do jezyka L,, a wiec w szczegdl-
nosci jezyk L,, czyli problem szczekania, jest nierozstrzygalny.

Dowdéd. Mamy wiec zdefiniowaé pewng redukcje f, ktora uproszczonej maszynie
Minsky’ego M z programem P przyporzadkowuje (wtasciwie) psa zachowujacego
sie zgodnie z programem f(P), taka ze

Pel, s f(P)eL,

Definiowany pies ma symulowa¢ dziatanie maszyny M. Wyjasnienie, co to zna-
czy, wymaga dodatkowych poje¢ i pewnych ustalen. W szczegdlnosci, jego stanami
beda wszystkie stany maszyny M i wiele stanow pomocniczych, ktore beda stop-
niowo wymieniane podczas konstruowania programu f(P). Stanem poczatkowym
bedzie stan poczatkowy maszyny M, a stanami ,szczekajacymi” — stany akceptu-
jace M.

Bedziemy mowi¢, ze konfiguracja k koduje liczbe n > 0, jezeli w tej konfiguracji
w kolumnie, w ktérej znajduje sie pies, kolejne n—1 pol bezposrednio ponizej pola,
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na ktorym stoi pies, to pola z zapachem, a pozostate, w tym to, na ktorym jest pies,
sa bez zapachu oraz pola w kolumnach na prawo od psa sg pozbawione zapachu
Jak wida¢, nic nie zaktadamy o komorkach na lewo od psa i jest wiele konfiguracji
kodujacych liczbe n.

Dla danej konfiguracji K" maszyny M bedziemy definiowa¢ odpowiadajaca jej
konfiguracje K. Obie konfiguracje beda mialty te same stany. Jezeli w konfiguracji
K glowice tasm roboczych znajduja si¢ odpowiednio nad m-ta i n-ta komorka,
to konfiguracja K bedzie kodowaé liczbe 2™ - 3"™. Nietrudno zauwazy¢, ze znajac
konfiguracje ze stanem maszyny M, kodujaca odpowiednia liczbe, mozemy z niej
odtworzy¢ pewna konfiguracje maszyny M.

Przypusémy, ze mamy konfiguracje K; maszyny M, dla ktorej jest juz zdefi-
niowana konfiguracja K, oraz konfiguracje Ky maszyny M taka, ze K1 — Ky. W
takiej sytuacji zdefiniujemy fragment programu f(P) oraz konfiguracje K, taka,
e K 1 —" EQ.

3.1 Symulacja poszczegoblnych rozkazéw maszyny Minsky’ego

Przypusémy, ze mamy juz konfiguracje K, Ks oraz K, takie, jak wyzej. Konfigu-
racje Ky otrzymujemy w wyniku wykonania jednego rozkazu w konfiguracji Kj.
Przyjmijmy, ze tym rozkazem jest

¢ 1 $ — (w prawo) g;.

Odpowiadajaca temu rozkazowi zmiane konfiguracji K moze uzyskaé pies dziata-
jacy zgodnie z nastepujacym programem.

g B — (d6t) s14 dalej i = 0,1
s1; Z — (prawo), (lewo), (ddl) s1,11 dodajemy mod 2
s1; B — (gora) s2;
S24 4 — (gora) sa
So; B — (dot) s3;
s31 Z — (lewo) Gpusty
83,0 Z — <16WO> Aniepusty

Symulacja rozkazu
¢; t B — (w lewo) g¢;.

g B — (prawo), (dol) s;
s1 Z — (d6t) s

s1 B — (dot), (lewo}

So Z — (prawo) S3

{
{
{
{
SgZ—><
(d
{
{
{

bra) 3
s3 B — (dol) s;
Sy B — (gbra) s, koniec liczenia
sy Z — (gora) s4
sy B — (prawo) ss pocz. kopiowania

wyniku
s5 Z — (prawo), (lewo), (géra) s
S5 B — <prawo> Gkoniec

Symulacja rozkazu
¢; t B — (w prawo) g;,



q B — (dot) s,
s B — <prawo) n=1
s1 Z — (prawo), <dol> s
So Z — (d6}) sy
sy B — (lewo) s3
s3 Z — (prawo) S4
Sy Z — (goray sy
(dot) s,
s3 B — <prawo> koniec liczenia
S5 Z — (gobra) ss
S5 B — (gora> Gkoniec

S4B—>



