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—— Abstract

A coercion semantics of a programming language with subtyping is typically defined on typing
derivations rather than on typing judgments. To avoid semantic ambiguity, such a semantics is
expected to be coherent, i.e., independent of the typing derivation for a given typing judgment. In
this article we present heterogeneous, biorthogonal, step-indexed logical relations for establishing
the coherence of coercion semantics of programming languages with subtyping. To illustrate the
effectiveness of the proof method, we develop a proof of coherence of a type-directed, selective
CPS translation from a typed call-by-value lambda calculus with delimited continuations and
control-effect subtyping. The article is accompanied by a Coq formalization that relies on a
novel shallow embedding of a logic for reasoning about step-indexing.
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1 Introduction

Programming languages that allow for subtyping, i.e., a mechanism facilitating coercions of
expressions of one type to another, are usually given either a subset semantics, where one
type is considered a subset of another type, or — a coercion semantics, where expressions
are explicitly converted from one type to another. In the presence of subtyping, typing
derivations depend on the occurrences of the subtyping judgments and, therefore, typing
judgments do not have unique typing derivations. Consequently, a coercion semantics that
interprets subtyping judgment by introducing explicit type coercions is defined on typing
derivations rather than on typing judgments. But then a natural question arises as to whether
such a semantics is coherent, i.e., whether it does not depend on the typing derivation.

The problem of coherence has been considered in a variety of typed lambda calculi.
Reynolds proved the coherence of the denotational semantics for intersection types [22].
Breazu-Tannen et al. proved the coherence of a coercion translation from the lambda
calculus with polymorphic, recursive and sum types to system F [8], by showing that any
two derivations of the same judgment are normalizable to a unique normal derivation where
the correctness of the normalization steps is justified by an equational theory in the target
calculus. Curien and Ghelli introduced a translation from system F< to a calculus with
explicit coercions and showed that any two derivations of the same judgment are translated
to terms that are normalizable to a unique normal form [9]. Finally, Schwinghammer followed
Breazu-Tannen et al’s approach to prove the coherence of coercion translation from Moggi’s
computational lambda calculus with subtyping [24].

The normalization-based proofs consist in finding a normal form for a representation of
the derivation and they hinge on showing that such normal forms are unique for a given
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typing judgment. When the source calculus under consideration is presented in the spirit
of the lambda calculus a la Church, i.e., the lambda abstractions are type annotated, as is
the case in all the aforementioned articles that follow the normalization-based approach, the
term and the typing context indeed determine the shape of the normal derivation (modulo
a top level coercion that depends on the type of the term) [18]. However, in calculi & la
Curry this is no longer the case and the method cannot be directly applied. Still, if the
calculus is at least weakly normalizing, one can hope to recover the uniqueness property for
normal typing derivations for source terms in normal form, assuming that term normalization
preserves the coercion semantics. For instance, in the simply typed A-calculus the typing
context uniquely determines the type of the term in the function position in applications
building a S-normal form, and, hence, derivations in normal form for such terms are unique.
This line of reasoning cannot be used when the calculus includes recursion.

In this article, we consider the coherence problem in simply-typed lambda calculi with
general recursion, control effects and with no type annotations. The coercion semantics we
study translate typing derivations in the source calculus to a corresponding target calculus
with explicit type coercions (that in most cases can be further replaced with equivalent
lambda-term representations) and our criterion for coherence of the translation is contextual
equivalence [19] in the target calculus.

The main result of this work is a construction of logical relations for establishing so
construed coherence of coercion semantics, applicable in a variety of calculi. In particular,
we address the problem of coherence of a type-directed CPS translation from the call-by-
value A-calculus with delimited-control operators and control-effect subtyping introduced
by Materzok and the first author [16], extended with recursion. While the translation for
the calculus with explicit type annotations has been shown to be coherent in terms of an
equational theory in a target calculus [15], no CPS coercion translation for the original
version, let alone extended with recursion, has been proven coherent.

The reasons why coherence in this calculus is important are twofold. First of all, it is very
expressive and therefore interesting from the theoretical point of view. In particular, the
calculus has been shown to generalize the canonical type-and-effect system for Danvy and
Filinski’s shift and reset control operators [10, 11], and, furthermore, that it is strictly more
expressive than the CPS hierarchy of Danvy and Filinski [17]. These results heavily rely on
the effect subtyping relation that, e.g., allows to coerce pure expressions to effectful ones.
From a more practical point of view, the selective CPS translation, that leaves pure (i.e.,
control-effect free) expressions in direct style and introduces explicit coercions to interpret
effect subtyping in the source calculus, is a good candidate for embedding the control
operators in an existing programming language, such as Scala [23].

In order to deal with the complexity of the source calculus and of the translation itself,
we introduce binary logical relations on terms of the target calculus that are: heterogeneous,
biorthogonal [14, 20, 13], and step-indexed [3, 2, 1]. Heterogeneity allows us to relate terms
of different types, and in particular those in continuation-passing style with those in direct
style. This is a crucial property, since the same term can have a pure type, resulting in a
direct-style term through the translation and another, impure type, resulting in a term in
continuation-passing style. Relating such terms requires quantification over types and to
assure well-foundedness of the construction, we need to use step-indexing, which also supports
reasoning about recursion, even if not in a critical way. We follow Dreyer et al. [12] in using
logical step-indexed logical relations in our presentation of step-indexing. Biorthogonality, by
imposing a particular order of evaluation on expressions, simplifies the construction of the
logical relations. It also facilitates reasoning about continuations represented as evaluation
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contexts.

Apart from the calculus with effect subtyping, we have used the ideas presented in this
article to show coherence of subtyping in several other calculi, including the simply typed
lambda calculus with subtyping [18] extended with recursion, the calculus of intersection
types [22], and the lambda calculus with subtyping and the control operator call/cc.

The article is accompanied by a Coq development that presently consists of a library
that provides a new shallow embedding of the logic for reasoning about step-indexed logical
relations, and complete formalization of the proofs presented in the rest of the article. The
code is available at http://www.ii.uni.wroc.pl/~ppolesiuk/lrcoherence.

The rest of this article is structured as follows. In Section 2, we briefly present Dreyer et
al’s logic for reasoning about step indexing [12] on which we base our presentation. We also
describe the main ideas behind our Coq formalization of the logic. In Section 3, we introduce
the construction of the logical relations in a simple yet sufficiently interesting scenario — the
simply typed lambda calculus a la Curry with natural numbers, type Top, general recursion
and standard subtyping. The goal of this section is to introduce the basic ingredients of the
proof method before embarking on a considerably more challenging journey in the subsequent
section. In Section 4, we present the main result of the article — the logical relations for
establishing the coherence of the CPS translation from the calculus of delimited control with
effect subtyping. In Section 5, we summarize the article.

2 Reasoning about step-indexed logical relations

Step-indexed logical relations [3, 2, 1] are a powerful tool for reasoning about programming
languages. Instead of describing a general behavior of program execution, they focus on the
first n computation steps, where the step index n is an additional parameter of the relation.
This additional parameter makes it possible to define logical relations inductively not only
on the structure of types, but also on the number of computation steps that are allowed for
a program to make and, therefore, they provide an elegant way to reason about features that
introduce non-termination to the programming language, including recursive types [2] and
references [1].

However, reasoning directly about step-indexed logical relations is tedious because proofs
become obscured by step-index arithmetic. Dreyer et al. [12] proposed logical step-indexed
logical relations (LSLR) to avoid this problem. The LSLR logic is an intuitionistic logic for
reasoning about one particular Kripke model: where possible worlds are natural numbers
(step-indices) and where future worlds have smaller indices than the present one. All
formulas are interpreted as monotone (non-increasing) sequences of truth values, whereas the
connectives are interpreted as usual. In particular, in the case of implication we quantify over
all future worlds to ensure monotonicity, so the formula ¢ = ¢ is valid at index n (written
n =@ =) iff k = ¢ implies k |= 9 for every k < n. In contrast to Dreyer et al. we do not
assume that all formulas are valid in world 0, because it is not necessary.

The LSLR logic is also equipped with a modal operator t> (later), to provide access to
strictly future worlds. The formula >y means ¢ holds in any future world, or formally >
is always valid at world 0, and n + 1 = >y iff ¢ is valid at n (and other future worlds by
monotonicity). The later operator comes with two inference rules:

CDERY e DRRRY
IeXk-oe 'k
The first rule allows one to shift reasoning to a future world, making the assumptions about
the future world available. The Lob rule expresses an induction principle for indices. Note
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7 == Nat|Top|7T—T (types)
= x| Aze|eelfixz(x)e|n (expressions)
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I'Fn : Nat I'kFe : 7'/ UB

Figure 1 The source language — A-calculus with subtyping

that the premise of the rule also captures the base case, because the assumption > is trivial
in the world 0. The later operator comes with no general elimination rule.

Predicates in LSLR logic as well as step-indexed logical relations can be defined induc-
tively on indices. More generally, we can define a recursive predicate ur.p(r), provided all
occurrences of r in ¢ are guarded by the later operator, to guarantee well-foundedness of
the definition. For the sake of readability, in this paper we define recursive predicates and
relations by giving a set of clauses instead of using the p operator.

Since the logic is developed for reasoning about one particular model, we can freely add
new inference rules for the logic if we prove they are valid in the model. We can also add new
relations or predicates to the logic if we provide their monotone interpretation. In particular,
constant functions are monotone, so we can safely use predicates defined outside of the logic,
such as typing or reduction relations.

Our Coq formalization accompanying this article is built on our IxFree library that
contains a shallow embedding of the LSLR logic similar to Appel et al’s formalization of
the “very modal model” [4]. Logical connectives including the later operator are functions
on a special type IProp of “indexed propositions” defined as a type of monotone functions
from nat to Prop. The library provides tactics representing the most important inference
rules. One of the main differences between our library and Appel et al’s formalization is a
way of keeping track of the assumptions. Instead of interpreting a sequent 1, ..., @, F 9
directly, we treat it as k |= ¢ with the standard Coq assumptions k = ¢1, ..., k |E ¢n. This
approach is very convenient since it allows for reusing a number of existing Coq tactics.

3 Introducing the logical relations

In this section we prove the coherence of subtyping in the simply-typed call-by-value lambda
calculus extended with recursion, where the coercion semantics is given by a standard
translation to the simply-typed lambda calculus with explicit coercions [9]. Our goal here is
to introduce the proof method in a simple scenario, so that in Section 4 we can focus on issues
specific to control effects. The logical relations we present in this section are biorthogonal
and step-indexed, which is not strictly necessary but it makes the development more elegant.
Furthermore, biorthogonality and step-indexing become crucial in handling more complicated
calculi such as the one of Section 4 and, therefore, are essential for the method to scale.
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I'kejex : THfix f(x)e : 71 =7
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E[(fix f(z).e) v] —p Ele{fix f(x).e/f,v/z}] El(ci0c2)v] =, Elei (e2v)]
Eltopv] —. E[{)]
El(c1 = c2) v1v2] =, Elca (v1 (c1v2))]

Figure 2 The target language — A-calculus with explicit coercions

3.1 The simply-typed lambda calculus with subtyping

The syntax and typing rules for the source language are given in Figure 1. The language is
the simply-typed lambda calculus with recursive functions (fix f(x).e) and natural numbers
(n). For brevity we do not consider any primitive operations on natural numbers or other
basic types, but they could seamlessly be added to the language. We include the type Top, to
make the subtyping relation interesting. The typing and subtyping rules are standard [18].

3.2 Coercion semantics

The semantics of the source language is given by a translation of the typing derivations
to a target language that extends the source language with explicit type coercions (and
replaces Top with Unit). The coercions express conversion of a term from one type to another,
according to the subtyping relation. Figure 2 contains syntax, typing rules and reduction
rules of the target language. The type coercions ¢ and their typing rules correspond exactly
to the subtyping rules of the source language. The grammar of terms contains explicit
coercion application of the form ce and it is worth noting that terms of the form (¢ — ¢) v
are considered values, since they represent a coercion expecting another value as argument
(witness the last reduction rule).

The operational semantics of the target language distinguishes between [-rules that
perform actual computations and ¢-rules that rearrange coercions. Both of them are used
during program evaluation. We say that program e terminates (written el) when it can be
reduced to a value using both sorts of reduction rules, according to the evaluation strategy
determined by the evaluation contexts.

General contexts are closed terms with one hole (possibly under some binders), and are
denoted by the metavariable C. We write - C' : (T';7y) ~ 7 ifforany e withT'kHe : 7
we have I' - Cle] : 7o. Contextual approximation, written I' - e; Zctr €2 @ 7, means that

~
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[ = 1] = [n]— =] [Nat] = Nat [Top] = Unit
S[[T < THS—REFL = id
S[Top < 7]s.rop = top
S < m3]strans(py,0.) = Sl < 1]p, o S[m1 < ™),
Sl — 11 <7 = Rlsar(pr,0,) = Sl < 7ilp, = S[n < 7],
Tlz]tvae = = Tlfix f(z).e]rrxpy = fix f(z).Te]p
T[[)‘-'L'-e]]T-ABs(D) = A$~T[[6HD T[[e]]T-SUB(Dl,D2) = S[[T < T/]]D2 T[[e]]Dl
Tle1 e2]r-are(py,0,) = Tleilp, Tle2]p, Tn]r-const = n

Figure 3 Coercion semantics for the A-calculus with subtyping

for any context C' and type 7/, such that - C' : (T';7) ~» 7’ if C[e1] terminates, then so
does Clea]. T Fey Zetw €2 @ Tand 'k ey Zee €1 @ 7, then we say that e; and eq are
contextually equivalent.

The coercion semantics of the source language is given in Figure 3. The function S[.].
translates subtyping proofs into coercions, and function 7[.]. translates typing derivations

into terms of the target language.

» Lemma 1. Coercion semantics preserves types.
1. If D1 <1y then S[m < ma]p :: [11] > [2].
2. If D:Ttke : 7then [T]FTle]lp : [7].

3.3 Logical relations

In order to reason about contextual equivalence in the target language, we define logical
relations (Figure 4). Relations are expressed in the LSLR logic described in Section 2, so
they are implicitly step-indexed.

We call these relations heterogeneous because they are parameterized by two types, one
for each of the arguments. This property is important for our coherence proof, since it makes
it possible to relate the results of the translation of two typing derivations which assign
different types to the same term. When both types 7 and 7o are Nat or both are arrow
types, the value relation V[; 72] is standard. Two values are related for type Nat if they
are the same constant, and two functions are related when they map related arguments to
related results. The most interesting are the cases when type parameters of the relation are
different. When one of these types is Unit, then any values are in the relation, because we do

not expect them to carry any information — Unit is the result of translating the Top type.

Functions are never related with natural numbers.

The relation E[71; 2] for closed terms is defined by biorthogonality. Two terms are related
if they behave the same in related contexts, and contexts are related (relation K[7y;72])
if they yield the same observations when plugged with related values. Yielding the same
observations (relation 3) is defined for each step-index separately: e; = es is valid at k& iff
termination of e; using at most k S-steps (and any number of t-steps) implies termination of
es in any number of steps. This interpretation is monotone, so the relation = can be added
to the LSLR logic. The relation £[r; 7] is extended to open terms as usual: two open
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(’1}1,’[)2) c V[[Nat; Nat]]

(v1,v2) € V][] — 11575 = T2
(v1,v2) € V[r1;72]

(v1,v2) € V[r1;72]

(e1,e2) € E[m1;72]

(E‘l7 EQ) S ’C[[Tl; 7'2]]

k ): €1 ,'j €9

(71,72) € G[T'1; 9]
IFisToker Ziogea @ Ti3Te

dn,vi =1y =n

V(ay,az) € V[r;13]).(v1 a1, vz az) € E[m1;72]
T if 71 = Unit or 75 = Unit

1L otherwise

V(El, Eg) S K[[Tl; TQH.El [61] ;j EQ[@Q]
V(’Ul,vg) S V[[Tl; Tg]].El [Ul] j Eg[’l)g]

eldf = el

vz, (11(z),72(2)) € V[I'1(z); T2(2)]
V(71,72) € G T2] (6171, €272) € E[15 7]

1eegereey

Figure 4 Logical relations for the A-calculus with explicit coercions

terms are related (written I'1;T'2 - e1 i €2 @ 71572) when every pair of related closing
substitutions makes them related.

Notice that we do not assume that related terms have valid types. Our relations may
include some “garbage”; e.g., (1, A\x.z) € V[Unit;Nat], but it is non-problematic. One
can mechanically prune these relations to well-typed terms, but this change complicates
formalization and we did not find it useful.

In this presentation we consider languages with only one base type. Adding more base
types and some subtyping between them will not change the general shape of the proof, but
defining logical relations for such a case is a little trickier. We would stipulate that two
values v; and v are related for base types by and by iff for every common supertype b of by
and bs, coercing v; and v to b yields the same constant.

The relation = is preserved by reductions in the following sense, where the third assertion
expresses an elimination rule of the later modality that is crucial in the subsequent proofs.

» Lemma 2. The following assertions hold:
1. Ifey —, e} and €] 3 es then ey 3 es.

2. Ifes —, €, and e; 2 € then e; 3 es.

3. Ife; —p e} and >e) 3 es then eq 3 es.
4. Ifeq —peh and e; 3 b then ep X ea.

The proof of soundness of the logical relations follows closely the standard technique
for biorthogonal logical relations [20, 13]. First, we need to show compatibility lemmas,
which state that the relation is preserved by every language construct. Most of them are
standard and we omit them due to lack of space. The only compatibility lemma specific to
our relations is the following lemma for coercion application.

» Lemma 3 (Adequacy). If (e1,eq) € E[1;7] then e; 3 es.

Proof. Let us show O[e;] 3 Olez]. Using the assertion (eq,e2) € E]r; 7], it suffices to show
(0,0) € K[[r; 7], which is trivial, since values always terminate. <

» Lemma 4 (Coercion compatibility). The logical relation is preserved by coercion application.
1. IfC LT DT and Pl;PQ - €1 jlog €z I T1:70 then Pl;PQ = ceq —<log €y I T2;70-

~

2. Ifcumi>mand ;Lo b e Siog e2 @ 70371 then TisTa - er Ziog ce2 0 To5 .
Proof. We prove both cases by induction on the typing derivation of the coercion c. |

» Theorem 5 (Fundamental property). IfT'Fe : 7 thenI;T' ke Jjpoge @ 757,
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Proof. By induction on the derivation I' e : 7. In each case we apply the corresponding
compatibility lemma. |

» Lemma 6 (Precongruence). If - C : (I's7) ~ 79 and I'T' - eq Ziog €2 @ 737 then
(Clea], Clez]) € E]ro; 70]-

Proof. By induction on the derivation of context typing, using the appropriate compatibility
lemma in each case. For contexts containing subterms we also need the fundamental property.
For the empty context we use the empty substitution, since the empty substitutions are in
relation G[@; . <

» Theorem 7 (Soundness). If k = I''T' F e1 Siog €2 : 737 holds for every k, then
I'Fer Setw €2 @ T

~

Proof. Suppose F C' : (T';7) ~» 79 and Cle1]], we need to show Cles]|. By Lemma 6 and
Lemma 3 we know k = Cle1] 3 Cles] for every k. Taking k to be the number of steps in
which Cleq] terminates, we have that C[es] also terminates, by the definition of 3. <

3.4 Coherence of the coercion semantics

Having established soundness of the logical relations, we are in a position to prove the main
coherence lemma, phrased in terms of the logical relations, and the coherence theorem.

» Lemma 8. If D, :T;Fe : 7 fori=1,2 are two typing judgments for the same term e
of the source language, then [T'1]; [T2] - Telp, Ziog Tlelp, : [l [72]-

Proof. The proof follows by induction on the structure of both derivations D; and Dy. At
least one of these derivations is decreased in every case. When one of derivations starts with
subsumption rule (T-SUB), we apply Lemma 4. The coercion that we get after translation
is well-typed by Lemma 1. In other cases we just apply the appropriate compatibility
lemma. <

» Theorem 9 (Coherence). If D; and Do are derivations of the same typing judgment
Phe : 7, then [T]FTlelp, Zete Tlelp, = [7]-

Proof. Immediately from Lemma 8 and Theorem 7. |

Coercion semantics described here translates the source language into the language with
explicit coercions. We chose coercions to be a separate syntactic category, because we found
it very convenient, especially for proving Lemma 4. However, one can define a coercion
semantics which translates subtyping proofs directly to A-expressions. Our result can be
easily extended for such a translation. Let |e| be a term e with all the coercions replaced
by the corresponding expressions. To prove that for any contextually equivalent terms e;
and es in the language with coercions, terms |e;| and |es| are contextually equivalent in the
language without coercions, we need three simple facts that can be easily verified:

1. every well-typed term in the language without coercions is well typed in the language
with coercions,

2. term e terminates iff |e| terminates,

3. if context C' does not contain coercions then Cf[le|] = |Cle]|.

In the next section we show that the results presented in this section can be adapted to
a considerably more complex calculus — a calculus of delimited control with control-effect
subtyping.
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7 u= Nat|7-—>T (pure types)
T == 71|7[TT (types)
e u= z|Azeleelfixz(z)e|Soz.e]| (e |n (expressions)
T <Tj Ty <1y 71 < To T <T Ui < Uy
— SR § S-Cons
T S T EFL T1 S T3 S-TRANS " [TﬂUl S 7_2 [TQ]UQ ONS
T <T T2 < T T <Ty ke : T T<U
———————— S-LirT S-ARR T-SuB
TST[Tl]TQ (T1*>T1)§(7'2*>T2) I'kte : U
(x:7)el Trx:thke : T A ke : 7T FI—eQ:TTPA
Tre .7 ™ Traze:roT 0 Thee : T A
'k e (TQ — T1 [U4]U3)[U2]U1 '+ €o TQ[U:}}UQ T App T CoNsT
F"Gl €o ! 7'1[U4]U1 I'kn : Nat
I,f:r—>Txz:7ke : T Le:Tt—>TkFe : U ke : 7[7|T
- T-FIx T-SFT ————— T-RsT
IFfix f(x)e : 7T 'k Soz.e = 7[TIU F'k{e) : T

Figure 5 The source language — A-calculus with delimited control and effect subtyping

4 Coherence of a CPS translation of control-effect subtyping

The calculus of delimited control studied in this section is the A-calculus extended with
recursion and the control operators shifty (Sp) and resety ((-)) [11] that can explore and
reorganize an arbitrary portion of the stack of delimited continuations. It was built around a
central idea that types for such a calculus should contain information about the stack and
that the amount of that information should be governed by a subtyping mechanism [16]. We
will define the semantics of the calculus by a CPS translation to a target calculus endowed
with a reduction semantics, but if we were to directly give a reduction rule for shifty, it would
be:

FIE[Soze])] —  Fle{Ay(Ely])/}]

where E is a pure evaluation context representing the current delimited continuation (delim-
ited by () and captured by Sp) and F' is a metacontext, i.e., a list of such pure evaluation
contexts separated by control delimiters, representing the current metacontinuation [6]. In
terms of abstract-machine semantics F together with F' represent the entire control stack. We
can see from the reduction rule that nothing prevents the expression e from capturing another
delimited continuation from F' and, therefore, the types of the calculus express requirements
on the shape of the control stack, so that expressions can safely perform control operations
exploring the stack. However, under some conditions, an expression that imposes certain
requirements on the stack can be used with a stack of which more is known or assumed. Such
coercions are possible thanks to the subtyping relation that lies at the heart of the calculus.

4.1 The lambda calculus with delimited control and effect subtyping

The syntax and typing rules of the calculus of delimited control are shown in Figure 5. Types
are either pure (7) or effect annotated (7[T1]T2). An expression of type 7[T1]T> can be used
with the top-most delimited continuation that when given a value of type 7 behaves as
specified by its answer type 771, and with the rest of the stack whose type is T5.

The calculus comprises the simply typed lambda calculus with the standard subtyping
rules, extended with typing and subtyping rules for effectful computations. The most



D. Biernacki and P. Polesiuk

T u= Nat|7—>T (pure types)
T = 7|(r—>T)=>T (types)
¢ == id|coc|c—c]| Te] e (coercions)
e = z|Axel|ee]|ce]|fixz(z)e]|n (expressions)
v = x| Aze|fixz(x)e|(c—=c)v]| tecv ]| (cce)v | n (values)
E O|FEe|vE|cE (evaluation contexts)
. cp T Ty co T Ty )
id:To>T St C10Cy T1 > T3 STRANS
C1 ::Te DTy co T Th
S-ARR
= co (=T (2 = T2)
c:Ti>Ts c:TID>To c =TTy c Ui Us
S-LIFT S-Cons
tenTo (=T = Th) cleileg = (1 = Th) = Ur) > ((12 = T2) = Us)
(x:7)el z:7ke : T - I'kte, : 7= T Fl—eQ:TTA
— - 3 -APP
'tz : 7 Trvan I'tXMe : 7—=T - I'keey : T
Fe:r—=TkFe : U 'ke: (r—=T1T)=U 'kv : 7T
T-KABSs T-KAprp
'FXxze : (7—=T)=U F'tev : U
c:TvoU The : T fir—>Tx:7ke : T
-CA - - S
I'kce : U earr kfix f(x)e : 7T T I'-n : Nat oot
E[(Az.e)v] —p Ele{v/z}] E[idv] —, E[v]
E[(fix f(z).) v] —5 Ele{fix f(x).e/f,v/z}] El(c10c2)v] =, Eler (c2v)]
E[tcviva] —p Elc (v2 v1)] El(c1 = c2) vi v2] = Elea (v1 (e1 v2))]
El(c[er]ez) viv2] = Elea (v1 ((¢ = 1) v2))]

Figure 6 The target language — A-calculus with explicit coercions of control effects

interesting from the point of view of effect subtyping are the rules S-Cons and S-LirFT. The
rule S-CONS is a direct consequence of the interpretation of effect-annotated types given
above that actually follows from the CPS interpretation of delimited continuations — a type
T[T1]|T% is interpreted in CPS as (7 — T1) = T5, where = means an effectful function space
(see Section 4.2). The rule S-LIFT is more interesting and it says that a pure computation can
be considered impure, provided the answer type of the top-most delimited continuation can

be coerced into the type of the rest of the stack. We have, for an example, Nat < Nat[Nat]Nat.

It is worth noting that the calculus provides two rules for function application. They are
necessary for expressivity reasons, but at the same time they are an additional source of
difficulty when it comes to establishing the coherence of the subtyping. For more detailed
presentation of the calculus we refer the reader to [16]. (The presentation of the type system
in [16] differs from the one shown in Figure 5 in some inessential details, but the two type
systems are equally expressive.)

4.2 Coercion semantics: a type-directed selective CPS translation

The syntax and typing rules of the target language are presented in Figure 6. There are
two kinds of arrow type: the usual one 7 — T for regular functions and the effectful one
(1 = T) = U for expressions in CPS. We make this distinction to express the fact that the
CPS translation (see Figure 7) yields expressions with strong restrictions on the occurrence
of terms in CPS: they are never passed as arguments (typing environment consists of only
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[Nat],
[r—=T],

Nat [7] = [l
[l = [TT  [=[T]U] (Irlp = 7] = [U]

S[[T < T]] SRer, = id
S[T1 < T3]s-Trans(D1,Ds) S[Ty < T3] p, o S[T1 < T2]p,
S — T1 < 10 = Ta]s.Arr(Dy,D2) S[re < 11]p, = S[T1 < T2]p,

S[r < 7[TU]sverpy = TS[T <U]p
S[r[T1)Uy < 7o[To]Us]s.cons(p,p1,0,) = Sl < ]p[S[T2 < Th]p,]S[Ur < Us]p,
Tlz]rvar = = TSoz-e]rserpy = Av.T[elp
T v.e]rapspy = Az.T[e]p Te)r-rsepy = Tlelp (Az.x)
Tlfix f(x).e]rrxpy = fix f(x).T[e]p TIn]r-const = n

Tlelr-svn(Ds,Ds) S[T < Ulp, Tlelp,
Tle1 e2]r-pare(Dy,D2) Tleilp, Tlez2]p,
’T[[61 eQ]]T—APP(Dl,Dg) = )\k.T[[el]]Dl ()‘f~T[[e2HD2 ()\.’Ef xr k))

Figure 7 Type-directed selective CPS translation

pure types) and they can be applied only to values (witness the rule T-KAPP) representing
continuations.

Again, the operational semantics distinguishes between [-rules and ¢-rules. We classified
the last S-rule as “actual computation” because it does not only rearrange coercions. It
translates back a lifted value v; and applies to it a given continuation v,. This rule and the
last ¢-rule reduce a coerced value applied to a continuation, so terms of the form (¢ v) and
(c[c]ev) are considered values. Notice that these values have effectful types. We extend the
notion of t-reduction to evaluation contexts: Ey —, E9 holds iff Ey[v] —, Ex[v] for every
value v.

As in Section 3, the metavariable C' denotes general closed contexts. We also define
typing of general contexts - C : (I';T) ~» Ty as before. The definition of contextual
approximation I' - e; . €2 @ T is slightly weaker, because we allow only contexts with
pure answer type. Indeed, an expression that requires a continuation to trigger computation
can hardly be considered a complete program.

The coercion semantics of the source language is given by the type-directed selective CPS
translation presented in Figure 7. The translation is selective because it leaves terms of pure
type in direct style — witness, e.g, the equations for variable or pure application. Effectful
applications are translated according to Plotkin’s call-by-value CPS translation [21], whereas
the translation of shifty and resety is surprisingly straightforward — shifty is turned into a
lambda-abstraction expecting a delimited continuation, and reset is interpreted by providing
its subexpression with the reset delimited continuation, represented by the identity function.

» Example 10. Consider the program (fix f(z).f «) 1 in the source language. We derive the
type Nat[T]T for it in two ways: let D; be the derivation

f:Nat — Nat[T|T,z : Nat+ fx : Nat[T|T
- T-Fix —————— T-ConsT
Ffix f(z).f z : Nat — Nat[T|T F1 : Nat
F (fix f(z).fz)1 : Nat[T|T

T-PApp
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(v1,v2) € V[Nat;Nat] <= In,vy=v2=n
(Ul,’l}g) EV[[Tl —>T1;T2%T2H <~ V(al,ag) GV[[Tl;TQ]].(’Ul (Ll,’l)27a2) Eg[[Tl;TQ]]
(v1,v2) € V]3] <= L otherwise
(61, 62) S SHTl; Tgﬂ <~ V(El, E2> S K:[[Tlng]].El [61] :5 EQ[@Q]
(El,Eg) S K[[T];TQH = V(Ul,vg) S V[[Tl;Tgﬂ.El[vl] ;j EQ[UQ]
(El,EQ)EIC[[Tl;(TQ%TQ)@UQH < HT,(E,k‘)EICV[[TlWT;TQ—)TQH,
(E1, By) € K[T; Us].
Ey =7 E{[E[]] AN Ey =7 E3[[] K]
(E1,E2)E’C[[(T1—>T1):>U1;T2H <— HT,(k,E)EDVK[[T1—>T1;T2WTH,
(E1, E)) € KU T
Ey =7 Ef[[] K] AN By —7 E5[E]]
(El,Eg) S ]C[[(Tl — Tl) = Ul;
(TQ—>T2)=>U2H <~ a(kl,kg) EV[[Tl —>T1;TQ—>TQH,
(E1, E3) € K[U; Us].
Ey =7 E[[] k1] A By =7 Eo[[] ko
(E,v) e KV~ T1;m0 — T < V(a1,a2) € V[r1;72].(Ela1],v a2) € E[T1; 1]
(v, E) e VK[ = T1;m0 ~ 1] < V(a1,a2) € V[r1;72].(v a1, Elas]) € E[T1; T3]
(11,72) € G[M1; 2] = Va.(n(2),72(x)) € V[I'1(2); T2 (2)]
I'isTober Ziogee @ T 1o <= Y(71,72) € G5 T2]. (€171, e272) € E[T1; T3]

Figure 8 Logical relations for the A-calculus with explicit coercions of control effects

and D, be the derivation

- fix f(z).f # : Nat— Nat[T]T ... 1. Nat oot
: T-Sus T-Sus
Ffix f(z).f : (Nat — Nat[T|T)[T|T F1 : Nat[T|T

F (fix f(x).fz)1 : Nat[T|T

T-App

Then

Tl(fix f(x).f 2)1]p, = (fix f(x).fz)1
Tl f(@).f ) 1lp, = Ne.(Hid (fix f(z).f 2)) (hg-(1id 1) Qg y b))

By the results of the next sections, these terms are contextually equivalent.

» Lemma 11. Coercion semantics preserves types.
1. IfD o T1 < TQ then S[[Tl < TQ]]D o [[Tl]] > [[TQ]]
2. If D:Tte : Tthen[I]FTle]lp : [T].

4.3 Logical relations

The logical relations are defined in Figure 8. The relation V[r; 2] for pure values and
the relation E[T7;T»] for expressions are similar to the relations defined in Section 3.3. All
information about control effects is captured in the relation K[T7; T3] for contexts. If 71 and
T, are computation arrow types, then two contexts are related iff they can be decomposed
as applications to related continuations in related contexts. In general, this application to a
continuation does not have to be the top-most element of the context and some rearrangement
of coercions is needed, so such a decomposition is defined by ¢-reduction of contexts.
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The most interesting are the cases that relate pure and impure contexts. As previously,
the impure context should be decomposed to a continuation k& and the rest of the context.
Then the pure context should be decomposed in such a way that the continuation k is
related with some portion F of the pure context. The answer type of E cannot be retrieved
from the type of the initial pure context, so we quantify over all possible types. In order
to make the construction well-founded, the relations are defined by nested induction on
step indices and on the structure of the second type. Notice that step indices play a role
only in one case — when we quantify over the second type and the later operator guards
the non-structural use of the relations VK[r; — T1; 72 ~ T] and K[Uy; T]. The auxiliary
relations V[ ~ T1; 10 — To] and VK[r — T1; 12 ~ T»] relate a portion of an evaluation
context with a value of an arrow type and they are defined analogously to the value relation
for functions.

The relations of this section possess properties analogous to the ones of Section 3.3, in
particular the relation =3 is preserved by reduction (Lemma 2) and the compatibility lemmas
(including Lemma 4) hold. However, the proof of the compatibility lemmas requires the
following results that establish the preservation of relations with respect to t-reductions of
evaluation contexts.

» Lemma 12. The following assertions hold:

1. If E = E' and E'[e1] 3 e2 then Ele1] 3 es.

2. If E =7 E' and ey 3 E'[es] then e; 2 Eles].

3. If B4 —)Z E{ and (Ei,EQ) S ’C[[Tl;TQH then (El,EQ) S ’C[[T]_;T2ﬂ.
4

If FEy —* Eé and (El,Eé) € K:[[Tl;TQH then (El,EQ) € ’C[[Tl;TQH.

L

The rest of the soundness proof follows the same lines as in Section 3.3. Interestingly, the
adequacy lemma can be proved only for pure types, which is in harmony with the notion of
contextual equivalence in the target calculus.

» Theorem 13 (Fundamental property). IfT'Fe : T then ;T Fe ZSipge @ T5T.

» Lemma 14 (Precongruence). If - C : (I'T) ~ 7 and T F ey Siog €2 @ T T, then
(Clea], Clea)) € E]r; 7]

» Lemma 15 (Adequacy). If (e1,e2) € E[7; 7] then e1 3 ea.

» Theorem 16 (Soundness). If k |= I;T' - e1 Siog €2 : T5T holds for every k, then
1"}—61 -<ctz €y ! T.

~

4.4 Coherence of the CPS translation

Although standard compatibility lemmas and coercion compatibility suffice to prove soundness
of logical relations, we need another kind of compatibility to prove coherence, since there is
another source of ambiguity. Two typing derivations in the source language can be different
not only because of the subsumption rule, but also because of two rules for application.

» Lemma 17 (Mixed application compatibility). The following assertions hold:
1. IfI‘l;I‘gl—fl jlog fg : ((7’{—>(7'1%U4):>U3)—>U2):>U1;Té—>T2
and T'1;To ey Ziog €2+ (1] = Us) = Ua; 1y
then T'1;To F Mk fi (A fer (Ax.f 2 k) ZSiog faex = (11 = Uy) = Uy T.
2. IfFl;Fgl—fl jlog fg : 7'{—>T1;((7'2/—>(T2—>U4):>U3)—>U2):>U1
and T'1;Ta €1 Sieg €2 @ 115 (15 = Us) = Us
then T'1;To F f1 €1 Siog Ak-fo (Afeea Az .fak)) @ T;(r5 — Us) = Un.
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Proof. Both cases are similar, so we show only the first one. We have to show that both
terms closed by substitutions have the same observations in related contexts (Ei, E3) €
K[(r{ = Uy) = Uy;T]. Since context Ej is in relation for effectful type, by the definition of
logical relations and Lemma 12, it can be decomposed as a continuation k£ and the rest of the
context. Now we have the missing continuation k that can trigger computation in the first
term, so the rest of the proof consists in simple context manipulations, applying definitions
and performing reductions. <

» Lemma 18. If D, = T'; ke : T; fori=1,2 are two typing judgments for the same term e
of the source language, then [T1]; [T2] = Telp, Sieg Tlelp, = [Th]; [T2]-

» Theorem 19 (Coherence). If D1 and Dy are derivations of the same typing judgment
ke : T, then [T F Tlelp, Detx Tlelp, : [T]-

In contrast to the calculus considered in Section 3.4, such coherence theorem does not
imply coherence of translation directly to the simply typed A-calculus (where coercions are
expressed as A-terms). As a counterexample, the derivations from Example 10 give us terms
that can be distinguished by the context C' = (Az.1) []. This is because types in the target
language carry more information than simple types, and in particular, an expression of a
type (1 — T') = U is not a usual function, but a computation waiting for a continuation, as
explained in Section 4.2.

But still we can prove some interesting properties of a direct translation to the simply
typed A-calculus in two cases: when control effects do not leak to the context or when we
relate only whole programs. Let |e| be a term e with all coercions replaced by corresponding
expressions.

» Corollary 20. If D1, Dy ::T'Fe : 7 and T does not contain any type of the form 7'[T)U,
then |Te]p,| and |T[elp,| are contextually equivalent.

» Corollary 21. If D1, Dy :: 'k e : 7 then |T|elp,| terminates iff |T[elp,| terminates.
Moreover, if T = Nat and one of the expressions terminates to a constant, then the other
term evaluates to the same constant.

5 Conclusion

We have shown that the technique of logical relations can be used for establishing the
coherence of subtyping, when it is phrased in terms of contextual equivalence in the target
of the coercion translation. In particular, we have demonstrated that a combination of
heterogeneity, biorthogonality and step-indexing provides a sufficiently powerful tool for
establishing coherence of effect subtyping in a calculus of delimited control with the coercion
semantics given by a type-directed selective CPS translation. However, we have successfully
applied the presented approach also to other calculi with subtyping, e.g., as demonstrated in
this article for the simply-typed A-calculus with recursion. The Coq development accompa-
nying this paper is based on a new embedding of Dreyer et al’s logic for reasoning about
step-indexing that, we believe, considerably improves the presentation and formalization of
the logical relations.

Regarding logical relations for type-and-effect systems, there has been a work on proving
correctness of a partial evaluator for shift and reset by Asai [5], and on termination of
evaluation of the A-calculi with delimited-control operators by Biernacka et al. [6, 7] and by
Materzok and the first author [16]. Unsurprisingly, all these results, like ours, are built on
the notion of biorthogonality, even if not mentioned explicitly. The distinctive feature of our
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construction is a combination of heterogeneity and step-indexing that supports reasoning
about the observational equivalence of terms of different types whose structure is very distant
from each other, e.g., about direct-style and continuation-passing-style terms.
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