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Wyklad 6: METODY RUNGEGO-KUTTY

1 Modyfikacje metody Eulera

1. Niejawny wzor trapezéw z poprzedniego wykladu, moze zostaé zamieniony metoda jawna, znana pod nazwg
Improved Euler’s method (wykresy PC-Euler)

yn+1 =Yn+ }ff(xnayn)Q .
Yn+1 =Y¥n + §h[f($na Yn) + f(xn +h, YnJrl)};
Tpt1 = T + Ny

Te metode mozemy interpretowaé¢ jako wykonanie jednej iteracji w celu wyznaczenia wartosci y,+1 -
la. Takie postepowanie nosi nazwe metody Predictor-Corrector — iteracje mozna wykonywaé¢ powazniej:

predict . 2 <
®Yy,11 —Jjawny wzor trapezow,

oyt =y 4 10 [f(2n, y0) + E(@nr1, yIT) ]

correctyy1

Yn+1 = yn + 5h[£(@n,yn) + £(@ns, ¥R 31 °) )5
2. Midpoint Euler’s method - jawna wersja metody punktu $srodkowego (wykresy M-Euler)

Yori = Yn + 3020, yn);
Yn+1 = Yn + hf(xn + %hv Yn-l-%);
Tn+l = Tp + h,

2a. oto wersja niejawna metody punktu srodkowego:
ekl = f(z, + 2y, + 2kl);

® Ynt1 = Yn + hkl;

Oto wyniki otrzymane metodami Eulera: jawna (RK1), Predictor-Corrector (RK2), Midpoint (RK2), oraz metoda
Rungego-Kutty 4-go rzedu (RK4)
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Metoda jawna Fulera i jej modyfikacje naleza do metod Rungego-Kutty. Oto schematy najprostszych metod
Rungego-Kutty

1. rzedu pierwszego - metoda jawna Eulera (1768): niejawna (wzor wsteczny Eulera):
0 b 1 1 b
= @i b a)f(a), = L@ - a)f0)
2. rzedu drugiego (Runge 1895, Heun 1900, Kutta 1901):
0 jawna metoda 0 jawny
1113 punktu §rodkowego: 1]1 wzOr trapezow:
b a b —a
0T [P f@de = (b—a)f (252), L1 [ fa)de ~ 552 (F(a) + F)),

3. rzedu czwartego:

Q
+

@ ‘

~ wz6r Simpsona: jab f(z)dz ~ 252 (f(a) +4F (<52) + £(b)) .
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2 Metody Rungego-Kutty (RK)
Rozwiazujemy zagadnienie poczatkowe

v =fz,y),  ylxo)=vo, (scislej:  y' = f(z,y), y(zo0) =yo).

2.1 Ogoblna postaé¢ metody RK

Wsrod schematow jednokrokowych bardzo popularnymi sa metody Rungego-Kutty (jawne, poljawne, niejawne, ang:
explicit, semiimplicit, implicit).

Definicja Ogolnie, s-etapowq metode Rungego-Kutty mozemy przedstawi¢ w postaci

Yn+1 = Yn + hq)f(h7 Ty Yns ynJrl) (1)
gdzie s
(bf(h; Tny Yn, yn+1) = Z cik;,
i=1
dla s
ki = ki(h;z,y) = f(z+aih, y+ hzbijkj) :
Jj=1
W metodach jawnych: b;; =0 dla i < j <s, péljawnych: b;; =0 dla i < j < s (por. [Pa]s. 35) a
Prawdziwe sa zaleznosci:
ai:Zbij, c1+...+cs=1.
i=1

Popularnym sposobem prezentowania metody RK jest zestawienie wszystkich jej wspotczynnikéw w tablicy:

ay b11 bls

a9 bgl bgs
(2)

Qg bsl bss

C1 Cs
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2.2 Wyznaczanie wspélczynnikéw metody RK

Aby wyznaczy¢ wartosci nieznanych parametréw metody, traktujemy punkt (z,,y,) jako punkt startowy naszej
metody, w ktorym spelniona jest r6wnoéé: y(z,) = y, . Rozwijamy w tym punkcie, w szeregi Taylora

e rozwigzanie doktadne y(z, + h),

o wszystkie wielko$ci pomocnicze k; dla ¢ =1,...,s oraz yp41,

a nastepnie probujemy wyzerowaé jak najwiecej poczatkowych wspoétczynnikéw rozwiniecia roznicy y(x, + h) — Ynt1
w szereg potegowy wzgledem h.
Tym sposobem, dla jawnej, 2-etapowej metody RK

0 k1 - f($717 yn)
a|b rozumianej jako ka = f(x,+ ah,y, + bhky)
c1 Co Yntl = Yn T+ h(C1k1 + coka)

otrzymujemy nieliniowy uktad réwnan

1
a="b, c1+e=1, bczzi.

Jak widaé¢, rozwiazanie tego uktadu nie jest jednoznaczne...

2.3 Przyklady metod Rungego-Kutty
Przyktadami niejawnych, 2-etapowych metod RK sa:

1_ V3 1 1_ V3
2 \% 1 3 1776
2t % |17 7% i
1 T
2 2
metoda péljawna rzedu 2 metoda rzedu 4
Do popularnych metod RK 4-go rzedu jeszcze naleza:
0 0
1/3 11/3 2/9 2/9
1/311/6 1/6 1/3 1/12 1/4
1/2 | 1/8 0 3/8 3/4 69/128 —243/128 270/128
1 1/2 0 -3/2 2 0.9 | —9%0.0345 9%0.2025 —9x%0.1224 9x%0.0544
1/6 0 0 2/3 1/6 17/162 0 81/170 32/135  250/1377
metoda Mersona (4,5) metoda Scratona (4,5)

Metoda Mersona (1957) dla réwnan liniowych o stalych wspotczynnikach zachodzi zwiazek:
Y(Tni1) = Ynt1 + E + O(RY), gdzie E = ((9k3 — 8ky) + (ks — 2k1))h/30.

Metoda Scratona (1964) zachodzi zwiazek: y(vy41) = yni1 + E + O(h°), gdzie E = pq/(18.367),
p = 0.85k; — 2.43ks + 4.08k, — 2.5k ,
q = 0.95k; — 4.05ks + 3.42k3 — 0.32k, ,
r = kil — ki4 .
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2.4 Rzedy otrzymywanych metod

Ponizsza tabelka ilustruje mozliwy rzad otrzymywanej metody od jej liczby etapow

= rzad metody | 1

W |

7 8 9

10

s = liczba etapéow | 1

6
7

9 11

12< < 17

13<s< 17

Za chwile przyjmiemy oznaczenie drzewko celem uproszczenia czynnosci wyznaczania réwnar na wspétczynniki
metody. Prawdziwe sa nastepujace zaleznosci:

rzad r drzewka 1 2 3 4 5 6 7 8 9 10
liczba drzewek danegorzedu |1 1 2 4 9 20 48 115 286 719
rzad p metody RK 1 2 3 4 5 6 7 8 9 10
liczba réwnan do rozwigzania | 1 2 4 8 17 37 85 200 486 1205

(por. [Hal, str. 147, 154; [Kx], str. 192 )

Na str. 148 w [Ha] znajduje sie nastepujaca tablica:

Table 2.2. Trees and elementary differentials up to order 5

g| t | gaph | (b | at) F(t)y) ®;(t)

0| 0 0 1 1 y’

1| o 1 1 ' 1

2 | tay A EIE Yk ficf® >k Yk

3| ta {\f‘k | 3] ! Yk kL f®i* k1 A5kas1
taa }t 6 1 DKL fift - >k, OGkAKI

4 | ta ”‘.\i/k ; 4 1 Z[{:L._ﬂ.}' ff{'L_-UfoLfM Z;\-_;,m A5 Q50105m
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5| ts1 |7 ”3_'{ . ; 5 1 > fieompf ST Y azraiaimagp
5 - p{ mj " 6 > ff; .-upff-f[‘f’”fp > k0K m O
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3 Zadania na ¢wiczenia i na pracownie
1. Tle wynosi rzad niejawnej metody punktu srodkowego, przedstawionej w punkcie 1.2a.7?

2. Wyprowadzi¢ rownania na wspoétczynniki metody postaci:

0
a

b Jakiego rzedu metody mozna otrzymac?

oo e

b
0 1
3. Sprobowaé¢ wyjasni¢ co znaczy zwrot w uwadze o metodzie Mersona: dla réwnadn liniowych o statych wspotezyn-

nikach testujac te metode na prostych przykltadach.

4. Poréwnaé trzy metody 4-go rzedu (klasyczna RK, m. Mersona i m. Scratona) na tych samych przykladach (np.
vy =y, y(0) =1, na odcinku [0,4] ), wykonujac obliczenia ze staltym krokiem.

Narysowa¢ wykresy btedu (bezwzglednego albo wzglednego); dla malych wartosci warto zastosowaé skale loga-
rytmiczng...

5. Zastosowa¢ wprowadzone metody RK (zwlaszcza niejawne) do rozwiazywania ze stalym krokiem réwnar

o Y =z+2y,
o Y =z-2y,

z warunkiem poczatkowym y(1) =1 na odcinku [1, 5]. Poréwna¢ bledy — bezwzgledny i wzgledny — na tym
przedziale. Wykresli¢ te btedy. Wykonaé obliczenia dla coraz mniejszego kroku h .

6. Rozwiazaé zadania nr 9 i 10 z wykladu 4. za pomoca nowo poznanych metod.

* * *



