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Wykªad 6: Metody Rungego-Kutty

1 Mody�kacje metody Eulera

1. Niejawny wzór trapezów z poprzedniego wykªadu, mo»e zosta¢ zamieniony metod¡ jawn¡, znan¡ pod nazw¡
Improved Euler's method (wykresy PC-Euler) ŷn+1 = yn + hf(xn,yn);

yn+1 = yn + 1
2h[f(xn,yn) + f(xn + h, ŷn+1)];

xn+1 = xn + h;

T¦ metod¦ mo»emy interpretowa¢ jako wykonanie jednej iteracji w celu wyznaczenia warto±ci yn+1 .

1a. Takie post¦powanie nosi nazw¦ metody Predictor-Corrector � iteracje mo»na wykonywa¢ powa»niej:

• ypredict
n+1 = jawny wzór trapezów ,

• ycorrect1
n+1 = yn + 1

2h [ f(xn,yn) + f(xn+1,y
predict
n+1 ) ] ;

• y
correctk+1

n+1 = yn + 1
2h [ f(xn,yn) + f(xn+1,y

correctk
n+1 ) ] ;

2. Midpoint Euler's method � jawna wersja metody punktu ±rodkowego (wykresy M-Euler)
yn+ 1

2
= yn + 1

2hf(xn,yn);

yn+1 = yn + hf(xn + 1
2h,yn+ 1

2
);

xn+1 = xn + h;

2a. oto wersja niejawna metody punktu ±rodkowego:

• k1 = f(xn + h
2 ,yn + h

2k1);

• yn+1 = yn + hk1;

Oto wyniki otrzymane metodami Eulera: jawna (RK1), Predictor-Corrector (RK2), Midpoint (RK2), oraz metod¡
Rungego-Kutty 4-go rz¦du (RK4)
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Metoda jawna Eulera i jej mody�kacje nale»¡ do metod Rungego-Kutty. Oto schematy najprostszych metod
Rungego-Kutty

1. rz¦du pierwszego - metoda jawna Eulera (1768): niejawna (wzór wsteczny Eulera):

0

1

∫ b

a
f(x)dx ≈ (b− a)f(a),

1 1

1

∫ b

a
f(x)dx ≈ (b− a)f(b),

2. rz¦du drugiego (Runge 1895, Heun 1900, Kutta 1901):

0
1
2

1
2

0 1

jawna metoda
punktu ±rodkowego:∫ b

a
f(x)dx ≈ (b− a)f

(
a+b
2

)
,

0
1 1

1
2

1
2

jawny
wzór trapezów:∫ b

a
f(x)dx ≈ b−a

2 (f(a) + f(b)) ,

3. rz¦du czwartego:

0
1
2

1
2

1
2 0 1

2

1 0 0 1
1
6

2
6

2
6

1
6

∼ wzór Simpsona:
∫ b

a
f(x)dx ≈ b−a

6

(
f(a) + 4f

(
a+b
2

)
+ f(b)

)
.

2 Metody Rungego-Kutty (RK)

Rozwi¡zujemy zagadnienie pocz¡tkowe

y′ = f(x, y) , y(x0) = y0 , (±ci±lej: y′ = f(x,y) , y(x0) = y0) .

2.1 Ogólna posta¢ metody RK

W±ród schematów jednokrokowych bardzo popularnymi s¡ metody Rungego-Kutty (jawne, póªjawne, niejawne, ang:
explicit, semiimplicit, implicit).

De�nicja Ogólnie, s-etapow¡ metod¦ Rungego-Kutty mo»emy przedstawi¢ w postaci

yn+1 = yn + hΦf (h;xn, yn, yn+1) (1)

gdzie
Φf (h;xn, yn, yn+1) =

s∑
i=1

ciki ,

dla
ki = ki(h;x, y) = f(x+ aih, y + h

s∑
j=1

bijkj) .

W metodach jawnych: bij = 0 dla i ≤ j ≤ s , póªjawnych: bij = 0 dla i < j ≤ s (por. [Pa] s. 35) 2

Prawdziwe s¡ zale»no±ci:

ai =

s∑
i=1

bij , c1 + ...+ cs = 1 .

Popularnym sposobem prezentowania metody RK jest zestawienie wszystkich jej wspóªczynników w tablicy:

a1 b11 ... b1s
a2 b21 ... b2s
... ...
as bs1 ... bss

c1 ... cs

(2)
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2.2 Wyznaczanie wspóªczynników metody RK

Aby wyznaczy¢ warto±ci nieznanych parametrów metody, traktujemy punkt (xn, yn) jako punkt startowy naszej
metody, w którym speªniona jest równo±¢: y(xn) = yn . Rozwijamy w tym punkcie, w szeregi Taylora

• rozwi¡zanie dokªadne y(xn + h),

• wszystkie wielko±ci pomocnicze ki dla i = 1, ..., s oraz yn+1,

a nast¦pnie próbujemy wyzerowa¢ jak najwi¦cej pocz¡tkowych wspóªczynników rozwini¦cia ró»nicy y(xn + h)− yn+1

w szereg pot¦gowy wzgl¦dem h.
Tym sposobem, dla jawnej, 2-etapowej metody RK

0
a b

c1 c2

rozumianej jako
k1 = f(xn, yn)
k2 = f(xn + ah, yn + bhk1)

yn+1 = yn + h(c1k1 + c2k2)

otrzymujemy nieliniowy ukªad równa«

a = b , c1 + c2 = 1 , bc2 =
1

2
.

Jak wida¢, rozwi¡zanie tego ukªadu nie jest jednoznaczne...

2.3 Przykªady metod Rungego-Kutty

Przykªadami niejawnych, 2-etapowych metod RK s¡:
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metoda rz¦du 4

Do popularnych metod RK 4-go rz¦du jeszcze nale»¡:

0
1/3 1/3
1/3 1/6 1/6
1/2 1/8 0 3/8
1 1/2 0 −3/2 2

1/6 0 0 2/3 1/6

metoda Mersona (4,5)

0
2/9 2/9
1/3 1/12 1/4
3/4 69/128 −243/128 270/128
0.9 −9 ∗ 0.0345 9 ∗ 0.2025 −9 ∗ 0.1224 9 ∗ 0.0544

17/162 0 81/170 32/135 250/1377

metoda Scratona (4,5)

Metoda Mersona (1957) dla równa« liniowych o staªych wspóªczynnikach zachodzi zwi¡zek:
y(xn+1) = yn+1 + E +O(h6) , gdzie E = ((9k3 − 8k4) + (k5 − 2k1))h/30 .

Metoda Scratona (1964) zachodzi zwi¡zek: y(xn+1) = yn+1 + E +O(h6) , gdzie E = pq/(18.36r) ,
p = 0.85k1 − 2.43k3 + 4.08k4 − 2.5k5 ,
q = 0.95k1 − 4.05k2 + 3.42k3 − 0.32k4 ,
r = k1 − k4 .
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2.4 Rz¦dy otrzymywanych metod

Poni»sza tabelka ilustruje mo»liwy rz¡d otrzymywanej metody od jej liczby etapów

p = rz¡d metody 1 2 3 4 5 6 7 8 9 10
s = liczba etapów 1 2 3 4 6 7 9 11 12≤ s≤ 17 13≤ s≤ 17

Za chwil¦ przyjmiemy oznaczenie drzewko celem uproszczenia czynno±ci wyznaczania równa« na wspóªczynniki
metody. Prawdziwe s¡ nast¦puj¡ce zale»no±ci:

rz¡d r drzewka 1 2 3 4 5 6 7 8 9 10
liczba drzewek danego rz¦du 1 1 2 4 9 20 48 115 286 719
rz¡d p metody RK 1 2 3 4 5 6 7 8 9 10
liczba równa« do rozwi¡zania 1 2 4 8 17 37 85 200 486 1205

(por. [Ha], str. 147, 154; [Kr], str. 192 )

Na str. 148 w [Ha] znajduje si¦ nast¦puj¡ca tablica:
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3 Zadania na ¢wiczenia i na pracowni¦

1. Ile wynosi rz¡d niejawnej metody punktu ±rodkowego, przedstawionej w punkcie 1.2a. ?

2. Wyprowadzi¢ równania na wspóªczynniki metody postaci:

0

a a

b 0 b

0 0 1

Jakiego rz¦du metody mo»na otrzyma¢?

3. Spróbowa¢ wyja±ni¢ co znaczy zwrot w uwadze o metodzie Mersona: dla równa« liniowych o staªych wspóªczyn-

nikach testuj¡c t¦ metod¦ na prostych przykªadach.

4. Porówna¢ trzy metody 4-go rz¦du (klasyczna RK, m. Mersona i m. Scratona) na tych samych przykªadach (np.
y′ = y , y(0) = 1 , na odcinku [0, 4] ), wykonuj¡c obliczenia ze staªym krokiem.

Narysowa¢ wykresy bª¦du (bezwzgl¦dnego albo wzgl¦dnego); dla maªych warto±ci warto zastosowa¢ skal¦ loga-
rytmiczn¡...

5. Zastosowa¢ wprowadzone metody RK (zwªaszcza niejawne) do rozwi¡zywania ze staªym krokiem równa«

• y′ = x+ 2y ,
• y′ = x− 2y ,

z warunkiem pocz¡tkowym y(1) = 1 na odcinku [1, 5] . Porówna¢ bª¦dy � bezwzgl¦dny i wzgl¦dny � na tym
przedziale. Wykre±li¢ te bª¦dy. Wykona¢ obliczenia dla coraz mniejszego kroku h .

6. Rozwi¡za¢ zadania nr 9 i 10 z wykªadu 4. za pomoc¡ nowo poznanych metod.

* * *
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