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Abstract. The presented considerations complement our former paper [7]. Now we consider some
topics concerned with a 3D representation of \( n \) points–individuals and \( p \) points–variables included in a
data matrix \( X_{n \times p} \). The representation is displayed in the form of a spinplot called also spinner.

We are concerned with the display of two kinds of information: (i) the goodness of the representation
of individual points, and (ii) recognizing the mutual position (the out–of–page position) of several points
when viewed in a projection plane displaying the flat projection of the whole system which is spinned
by performed rotations.

We present 3D displays made by this program for the oat varieties data and locations of their
growing and the farm production data considered formerly at [7]. We show on these examples what a
variety of questions can be answered when constructing the spinner with appropriate enhancements.

Key words: biplot, 3D plot, spinner, interdependence between variables, reduction of dimension-
ality.

1. What is a biplot representation

When considering a data matrix \( X_{n \times p} \) containing values of \( p \) variables measured on
\( n \) individuals we may interpret the rows of \( X \) as points in \( \mathbb{R}^p \) and the columns of \( X \)
as points in \( \mathbb{R}^n \). In the following we will assume that \( \text{rank}(X) = r \geq 3 \), also that
\( \min(n, p) \geq 3 \).

If \( X \) is of rank \( r \), then also \( X^T X \) is of rank \( r \) and as such has \( r \) positive eigenvalues. Let
\( \lambda_1 \geq \ldots \geq \lambda_r > 0 \) and \( A = [a_1, \ldots, a_r] \) denote the positive eigenvalues and associated
with them eigenvectors of the matrix \( X^T X \), and let \( L = \text{diag}(\lambda_1^{1/2}, \ldots, \lambda_r^{1/2}) \) be the
diagonal matrix containing square roots of the respective eigenvalues.

It is known [1, 3, 7] that – using the \textit{svd} algorithm – the matrix \( X \) defined above can be
decomposed into the product of two rank \( r \) matrices, \( G_{n \times r} \) and \( H_{r \times p} \) as:

\[
X = GH = \begin{bmatrix} g_1 \\ \vdots \\ g_n \end{bmatrix} [h_1, \ldots, h_p],
\]

where \( G = X A L^{-1}, \ H = L A^T \). The above decomposition is called the GH decomposi-
tion. It is used for drawing a graph called biplot, which is a 2D representation of both
the individuals and the variables appearing in \( X \).
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The traditional biplot is drawn by taking the first two columns of $\mathbf{G}$ as coordinates of the $n$ points–individuals, and the first two rows of $\mathbf{H}$ as coordinates of points–variables.

The overall goodness (truthworthiness) of the 2D representation given by the biplot – as compared with the true configuration of the points–individuals in $R^p$ and points–variables in $R^n$ is given by the ratio $(\lambda_1 + \lambda_2)/\sum_{j=1}^r \lambda_j$.

If the matrix $\mathbf{X}$ is scaled so that $\mathbf{X}^T \mathbf{X} = \mathbf{R}$, the correlation matrix of the $p$ variables, then the following decomposition formula holds:

$$\mathbf{R} = \mathbf{H}^T \mathbf{H}. \quad (2)$$

Considering only the diagonal of $\mathbf{R}$ (containing unit variances) we obtain:

$$\text{diag}(r_{11}, r_{22}, \ldots, r_{pp}) = \text{diag}(1, 1, \ldots, 1) = \sum_{k=1}^p \text{diag}(h_{k1}^2, h_{k2}^2, \ldots, h_{kp}^2). \quad (3)$$

The formula above says that the unit variances of the considered variables can be reproduced exactly from the squared row elements of $\mathbf{H}$ – when taking all of them. Thus, consequently, taking only the first two rows from $\mathbf{H}$ for drawing the biplot we know accurately for each of the $p$ points–variables, which of them is represented fairly, and which is not. If some variables are represented fairly, then also their mutual interrelations (configuration in $R^p$) can be seen quite accurately in the biplot.

2. Adding the 3rd dimension to a biplot representation

2.1. Is it worth to add the 3rd dimension?

Obviously, by taking the first 3 columns of $\mathbf{G}$ and the first 3 rows of $\mathbf{H}$ a better graphical representation of the individuals and variables is obtained as when taking only two of them. We consider then a 3 dimensional coordinate system. The overall goodness of representation of the true configuration in $R^p$ (for individuals) and $R^n$ (for variables) is then improved by the amount $\lambda_3/(\lambda_1 + \ldots + \lambda_r)$. When considering individually subsequent variables then, according to (3), we obtain for them improvements of the representation by amounts $h_{31}^2, h_{32}^2, \ldots, h_{3p}^2$, respectively.

Is it worth to consider the 3rd dimension? We will obtain an answer to this question by considering, how large is the value of $\lambda_3$ as compared to the sum $\lambda_1 + \ldots + \lambda_r$.

Say, we have decided to consider the 3–dimensional representation (3D). Which variables will then be represented in a satisfactory manner? We obtain an answer to this question by considering the partial cumulative sums

$$\sum_{k=1}^3 h_{k1}^2, \sum_{k=1}^3 h_{k2}^2, \ldots, \sum_{k=1}^3 h_{kp}^2 \quad (4)$$

in relation to the total cumulative sums characterizing a perfect (ideal) representation
of the variables:

\[ \sum_{k=1}^{r} h_{k1}^2, \sum_{k=1}^{r} h_{k2}^2, \ldots, \sum_{k=1}^{r} h_{kp}^2. \]  

(5)

If for a considered variable \( j \) the ratio of its partial cumulative sum \( \sum_{k=1}^{3} h_{kj}^2 \) to its total cumulative sum \( \sum_{k=1}^{r} h_{kj}^2 \) is close to 1.0, then this variable is quite fairly represented in the 3D structure; on the opposite, if the respective ratio is close to zero, then the 3D representation of this variable is poor, and we should be very careful when drawing inference about the mutual interrelations of this variable with other variables.

Let \( r_i \) denote the \( i \)th row (individual) of the data matrix \( X_{n \times p} \). Let \( x_i, y_i, z_i \) denote the coordinates of the \( i \)th individual when displayed in the spinner. Then, according to (1):

\[ x_i = r_i a_1 \lambda_1^{-1}, \quad y_i = r_i a_2 \lambda_2^{-1}, \quad z_i = r_i a_3 \lambda_3^{-1} \quad (i = 1, \ldots, n), \]

(6)

where \( \lambda_k, a_k \) \((k = 1, 2, 3)\) denote the largest eigenvalues and associated with them eigenvectors of \( X^T X \).

When the calculations were carried out on data matrix \( X \) scaled so that \( X^T X = R \), the correlation matrix, then all variables have the same (unit) variances. In such case the coordinates \( x_i, y_i, z_i \) can be interpreted as transformed ("new") variables obtained by evaluating linear combinations of the original ("old") variables (columns of the data matrix \( X \)) with equal weights for each "old" variable. Formula (6) above tells us, that the linear combinations forming the "new" variables are designated by components of the eigenvectors \( a_1, a_2, a_3 \).

We will use this property when commenting the display of the last example presented in next section.

2.2. Viewing the 3D representation

Elaborated details on viewing a 3D configuration of points by projecting it onto a plane are well known and may be found e.g. in [2]. Below we recall some elementary principles applied (used) in our computer program ASZE (A Slice and siZE displaying plot) for visualizing graphically a configuration of \( n \) points.

We assume that we have a basic orthogonal 3-dimensional coordinate system \( B = (\vec{e}_1, \vec{e}_2, \vec{e}_3) \), with respect to which the coordinates \( \{x_i, y_i, z_i\} \) \((i = 1, \ldots, n)\) of the given \( n \) points are referred to. The coordinate system \( B \) together with the \( n \) displayed points will be called in the following the (3D) Configuration — referred to by this name in upper case.

An observer is viewing this Configuration. What the observer sees is only the projection of the Configuration onto a plane perpendicular to the direction of the observers viewing.

Let the initial (Home) position of the coordinate system be such, that the \( x \)-axis (determined by \( \vec{e}_1 \)) is horizontal, the \( y \)-axis (determined by \( \vec{e}_2 \)) is vertical, and the \( z \)
axis (determined by $\vec{e}_3$) is out-of-page and directed to the observer. At such starting position the observer sees only the $(x, y)$ values, and he does not perceive the depth (the third dimension) at all.

The observer may perform a rotation of the Configuration. The rotation may be performed round the horizontal axis, vertical axis, or out-of-page axis. By applying a sequence of subsequent rotations carried out quickly one after another the observer may perceive an impression of movements of the points and axes included in the Configuration.

The movements are carried out by hitting some keys on the computer keyboard, or by clicking some mouse buttons.

The movements of the Configuration can be faster or slower; there might be also a superpositioning of fast 3D rotation (gyring) with some slower tour motion (gimbling), [8].

2.3. How to perceive the depth

By rotating the Configuration one may obtain an idea on the mutual position of the displayed points. However – as we have observed it when showing the graphs to various people – this may be quite difficult. Therefore – apart from the simple display of points in the projection plane – some additional enhancements should be used. Some of these enhancements could be:
1. holographic views,
2. shadowing and using hues,
3. depth cuing,
4. slicing.

The first two methods are successfully launched by E. Wegman and his collaborators, [5, 6, 10]). They use high quality computers with high resolution screen and apply the technique mainly to producing graphs exhibiting some surfaces. Especially when projecting some blocks of solids these technique help the observer to get the impression which parts of the solids are nearer and which further from his standpoint. These techniques cannot be applied when displaying points which in principle are dimensionless, although they are usually displayed by dots or other symbols.

The method of depth cuing, used e.g. by L. Tierney in XLisp-Stat, [4], differentiates the size of the displayed dots – or other symbols denoting the points – according to their out-of-page coordinate.

Slicing allows for subdividing all displayed points according to their out-of-page coordinate into several classes called slices. All points belonging to the same slice obtain the same symbol size. For slice which is the nearest of the observer the symbol size is the largest; for the furthest slice the symbol size is the smallest.
3. Presentation of some real examples

In the following we will consider 3 real examples. The data were already dealt with by authors. [7], who constructed for these data the augmented biplots. The data sets considered here concern:

1. Yields of 8 oat varieties – considered as "variables" – cultivated in 13 locations – considered as "individuals". Thus we will deal with a data matrix $X$ of size $13 \times 8$.
2. The transposed data matrix $X$ just introduced in point 1 above. Now we consider the 13 locations as "variables" and the 8 varieties as "individuals", thus we will deal with a data matrix $\tilde{X}$ of size $8 \times 13$.
3. Some economic indices characterizing 31 farms. In this example the farms are considered as "individuals". Each farm is described by 6 indices ("variables") with the following meaning: $X1$ – area of land (in ha), $X2$ – investment of human work (in working days), $X3$ – the livestock (number of big animals), $X4$ – inventory stock. $X5$ – expenditure for fertilizers, $X6$ – vegetable production of the farm. We will deal here with a data matrix $X$ of size $31 \times 6$.

3.1. The goodness of the representation – the GR index

The accuracy of the representation of the "variables" – when taking $k = 2, k = 3$ and $k = r (= all)$ components from the GH decomposition is given in tab. 1. Remind, that for $k = 2$ we draw a biplot, and for $k = 3$ we construct a spinner.

The accuracy (goodness) of the graphical representation will be called in the following the $GR$ index.

Looking at the values shown in tab. 1 we note that for the first data set (8 oat varieties denoted as $V1, \ldots, V8$) the representation in the biplot is satisfactory. We note also that by adding the 3rd dimension we will obtain only a minuscule (1%) improvement of the $GR$ index.

For the second data set (13 Locations denoted as $L1, \ldots, L13$) the $GR$ index is not satisfactory: neither for $k = 2$ nor for $k = 3$. The data contain a big outlier (location nb. 11). After dropping this outlier the $GR$ index improves a little, nonetheless the representation still remains unsatisfactory for $k = 2$. When accounting also for the third dimension, we obtain a satisfactory representation for 5 variables only ($L8, L9, L10, L12, L13$). Thus by adding the 3rd dimension we improve considerably the $GR$ index of two variables only ($L12$ and $L13$).

For the third example (Economic indices $X1, \ldots, X6$ characterizing 31 farms) the $GR$ index for $k = 2$ (representation in the biplot) is nearly satisfactory: for 3 variables it lies in the range 79–89% and for the other 3 variables in the range 91–96%. When taking $k = 3$ (representation in the spinplot) the $GR$ index increases for all variables to attain in the average the value 94%. Thus for these data adding the 3rd dimension...
helps really in obtaining a better visualization of the interdependence structure among the considered variables.

<table>
<thead>
<tr>
<th>8 oat varieties ( n = 13 \ p = 8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>13 Locations ( n = 8 \ p = 13 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>13</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Locations without L11  ( n = 8 \ p = 12 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>12</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Farm production ( n = 31 \ p = 6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>6</td>
</tr>
</tbody>
</table>

Tab. 1. Approximation of variables by subsequent components (in percentages).

\( k \) – number of dimensions accounted for, Av – average.

### 3.2. Graphical presentation in the form of a spinner

Our computer program ASZE offers a number of options which permit to display the spinner in various combinations.

The data are read by items. Each item may represent one “variable” or one “individual”. The data for each item are read from a text file rowwise, each item in separate row. The data for an item contain firstly its coordinates, then also – as last two numbers in the row – its label and “group” number.

A group number “0” means that the data array should be interpreted as “variable” – then it will be displayed as a spike holding a (small) ball. Group numbers > 0 will be
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presented as isolated balls (circles) in differentiated colors and fillings.

The rotation in the spinner is performed by pushing some keys from the keyboard. We may perform 3 kinds of rotations. We may use the ↓↑ keys for rotating round the horizontal axis, the ←→ keys for rotating round the vertical axis, and the PgUp.PgDn keys for rotating round the out-of-page axis. Each push (hit of the key) performs a rotation by an angle α. The magnitude of α can be chosen: the default is α = 5°.

We assume that the observer is looking at the displayed configuration along the out-of-page axis. What the observer perceives is the projection of the displayed configuration onto the plane spanned by the horizontal and the vertical axes (we call this plane the "screen page").

The display consists of two panels.

The left panel, a smaller one, describes possible actions (hot keys) which may be undertaken by the user. So after pressing the B key we obtain in this panel a bar plot exhibiting how much of the total variance (or: squared length of the h_j vector, see formula (5)) is accounted for (reproduced) by the 1st, 2nd and 3rd component of the GH decomposition. Variables, for which the reproduction is not high (say, less then 0.90) have a bad representation in the spinner and we should not trust the exhibited configuration.

The right panel, in the shape of a square, exhibits the spinner.

The program ASZE permits for two modes of exhibiting the spinner: sliced and non sliced.

(i) Sliced. The exhibited points appear as filled balls (circles) with size depending on the out-of-page coordinate.

(ii) Non sliced. All points are presented as balls (circles). A filled circle means that the point is located before the screen page (the same where the standpoint of the observer is located); an empty circle indicate for a location behind the screen page.

Now we will present some snapshots from spinners constructed for the 3 mentioned data sets.

3.2.1. Yields of 8 oat varieties considered as variables characterizing different locations

The home position of the spin plot obtained for these data is shown in fig. 1. The variables are presented as small balls located on spikes emanating from the point (0,0,0) of the coordinate system. The locations are presented as small isolated circles. In the same figure we have displayed the bar plot showing that the representation in the spinner is a very good one.

Among the points denoting locations (they appear here as belonging to group 1) we note a very big outlier: location nb. 11.

Some variables (no. 8 and 6, also no. 1, 5 and 9) seem to be nearly collinear, which
Fig. 1. Yield of 8 Oat Varieties (balls on spikes) and 13 locations (isolated balls). Home position of the spinner with the options: Bar plot and Labelling of items on, and Slicing off.

Fig. 2. Yield of 8 Oat Varieties considered as variables characterizing locations where the oat varieties were cultivated. Spinner after rotation, with the Bar plot and Slicing options off. The “x” axis is now in the out-of-page position. Balls representing the 8 items were grown by use of the G option.
Fig. 3. Twelve Locations of growing oat. Home position of the spinner with the Bar plot and Slicing options on. The bar plot indicates clearly that items no. 2, 4, 5 have a bad representation in the spinner – however this fact is not marked directly in the main graph.

means that the respective varieties give very similar yields in the considered locations. To find out whether this statement is not spurious (these varieties could still differ in the 3rd, i.e. in the “z” coordinate) we rotate the spinner so that the 3rd component is visible. The rotated position of the spinner is shown in fig. 2. One can see that also when looking at the 3rd coordinate, the balls representing the mentioned sets of varieties are very near. Hence we may infer, that the indicated varieties (i.e. no. 8 and no. 6, also no. 1, 5 and 9) are very similar with respect to their yields.

3.2.2. Comparing locations in which the oat varieties are cultivated

We have removed from the data the outlying location nb. 11 – thus the analysis was performed with 12 locations only. Now the yields in these locations were considered as “variables” characterizing the varieties.

The Home position of the spin plot, with the Bar plot and Slicing options on, is shown in fig. 3. Looking at the bar plot one can see that for several items the representation in the spinner is not trustworthy. Looking despite this doubt at the plot we obtain the impression that the spikes indicating for the locations are subdivided into two sets – according to the second (“y”) component. This impression is sustained after rotating the system – what can be seen in fig. 4. A land specialist could perhaps tell why the locations {6 10 12 13} and {7 9 8 1 3} appear in two clusters.
Fig. 4. Twelve Locations of growing oat. Spinner after rotation, with the Bar plot and Slicing options on. The bar plot indicates clearly that items no. 2, 4 and 5 have a bad representation in the spinner — however this cannot be seen directly in the main graph.

The bad representation of the locations in the spinner is signalled only by the bar plot in the left panel of the display. To make it more obvious and more appealing to the observer, we have made from the worst represented locations (which have the GR index < 0.80) a separate group (group no. 2). The spinner obtained for such layout is shown in fig. 5. Now the badly represented locations are shown as isolated balls with dotted filling. Since Slicing is on, the sizes of the balls are differentiated according to their out-of-page coordinate.

3.2.3. Economic indices for 31 farms

We have for these data $p = 6$ variables denoting the economic indices, (items read in as belonging to group 0) and $n = 31$ farms characterized by these indices and classified as belonging to group 1. This makes together 37 items.

The Home position of the spinner constructed for these data is shown in fig. 6. The exhibit was captured when the options: Bar plot, Slicing, Labelling group 1 were off; however the initial balls (circles) were increased by pushing several times the G key.

Looking at fig. 6 one can see that the variables no. 5 and 6 are very close. This is sustained after rotating the system by 90°, putting the Slicing on and removing all the slices but the first two. We come then to the display shown in fig. 7. Again, the balls labelled X5 and X6 are nearly undistinguishable.
Fig. 5. Twelve Locations of growing oat. Home position of the spinner with the Bar plot and Slicing options on. The items having a bad representation in the spinner have been classified as group 2 and as such are now marked by different filling of the balls.

Fig. 6. Six economic indices (variables, classified as Group 0, exhibited as balls on spikes) and 31 farms characterized by these indices (Group 1, isolated balls). Home position of the spinner with the Bar plot and Slicing options off. Also Labelling of items of group 1 is off. Note the great proximity of the indices X5 and X6.
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Fig. 7. Six economic indices of 31 farms displayed as X1, . . ., X6. Spinner after rotation with the Bar plot and Slicing options on. Items belonging to slices 3–8 are hidden. Note the great proximity of the indices X5 and X6.

We have tried to rotate the system to such position that the balls X5 and X6 would be distant. We could not achieve it! The best for this purpose seemed to be the view reproduced in fig. 8 (here again the Slicing is off). Let us allow to give the comment, that the considered variables are in fact highly correlated ($r_{56} = 0.93$); thus the spinner displays really the true relation between these variables.

In fig. 9 we show only points (balls) representing the farms. The display is in Home position of the spinner with Slicing on. In fig. 9 we see all slices (i.e. all 31 points–farms).

The coordinates $(x, y, z)$ of these points were obtained from the GH decomposition (see formula (1)) using the eigenvectors $(a_1, a_2, a_3)$ computed from the $X^T X$ matrix that was in our case the correlation matrix $R$ of the 6 indices (see formula (6)). The eigenvectors $a_1, a_2, a_3$ have the following structure:

<table>
<thead>
<tr>
<th></th>
<th>X1</th>
<th>X2</th>
<th>X3</th>
<th>X4</th>
<th>X5</th>
<th>X6</th>
</tr>
</thead>
<tbody>
<tr>
<td>a1</td>
<td>0.42</td>
<td>0.34</td>
<td>= 0.41</td>
<td>0.41</td>
<td>0.42</td>
<td>0.44</td>
</tr>
<tr>
<td>a2</td>
<td>-0.28</td>
<td>0.79</td>
<td>0.33</td>
<td>-0.10</td>
<td>-0.31</td>
<td>-0.29</td>
</tr>
<tr>
<td>a3</td>
<td>0.48</td>
<td>-0.11</td>
<td>0.41</td>
<td>-0.77</td>
<td>-0.05</td>
<td>-0.01</td>
</tr>
</tbody>
</table>

Since the original indices were all normalized to unit variances, we may infer that:
1. the 'x' coordinate of the transformed points–farms expresses generally their magnitude with respect to all indices,
Fig. 8. Six economic indices (group 0, spikes) taken as variables characterizing 31 farms (group 1, isolated circles). The Bar plot option is on, Slicing is off. Note again the great proximity of the indices $X5$ and $X6$. Filled circle: point located before the screen plane; empty circle: point located behind that plane.

Fig. 9. Exhibit of the 31 farms (group 1) solely. The Bar plot and the Labelling of items is off; the Slicing option is on. The content of all slices is visible.
2. the ‘y’ coordinate expresses the prevalence of X2 (and eventually of X3) as opposed to remaining indices. Thus points (in the spinner) with large ‘y’ will indicate mainly farms with a great investment of human work (X2) and eventually great livestock (X3) as opposed to other indices,

3. the ‘z’ coordinate expresses the prevalence of small X4 as opposed to big X1 and X3. Thus points (in the spinner) with large ‘z’ will indicate farms with small inventory stock as compared to the area of the land and the livestock.

To exhibit only farms with small inventory stock (condition (3) above) we have firstly removed slices 3–8 and next we have put on labelling of group 1. The obtained display is shown in Fig. 10. One can see that these are farms numbered 20, 26, 29, 27, 17, 13.

![Diagram showing points and labels for group 1 farms](image)

Fig. 10. Exhibit of points–farms contained in the first two slices from position displayed in previous figure. Labelling of items is on.

4. Final remarks

A 3–dimensional structure with possibility of rotation is called spinner.

We have shown on some real examples, that adding the 3rd dimension to the biplot, and thus constructing a spinner, may result in a better representation of the data structure.

Adding some small enhancements to graphical visualization done by a spinner may greatly enrich the results of data analysis.
Generally, when programming our program ASZE (serving for displaying a spinner) we have put emphasis on goodness of representation of variables. As mentioned when analyzing the third example from this paper, it might be also interesting to look in more detail individually on the goodness of representation of the "individuals" (i.e. of representations of rows of a data matrix $X_{n \times p}$), especially in such cases when we are concerned with drawing inferences on the closeness or distances between these individuals. To deduce trustworthy and reliable conclusions on this topic we need more refined tools, which are not provided by the computer program ASZE.

Another example of using a spinner is shown in [9]. The authors have considered displays by a spinner in the context of regression analysis performed for some spirometric data. The spinner permitted to choose variables worth to be included into the regression equation used for predicting values of two regressands.
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